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Abstract. In this paper, we give a sufficient condition for the existence and uniqueness interval of continuous solutions to a class of fractional initial value problems involving Caputo derivatives when the data functions satisfy a non-classical Lipschitz condition. The main tool used in the paper is a fixed point theorem for generalized contractions due to Browder-Matkowski.
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1. INTRODUCTION

The following result may be found in the book [4].

**Theorem 1.1.** Suppose that \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) is continuous and satisfies a Lipschitz condition

\[
|f(t, x) - f(t, y)| \leq k|x - y| \quad (t \in [a, b], x, y \in \mathbb{R})
\]

(1.1)

with respect to the second variable. If \( b - a < \frac{2\sqrt{2}}{\sqrt{k}} \), then the boundary value problem

\[
\begin{aligned}
  y''(t) &= -f(t, y(t)) \quad (a < t < b), \\
  y(a) &= A, \quad y(b) = B,
\end{aligned}
\]

(1.2)

where \( A, B \in \mathbb{R} \), has a unique continuous solution on \([a, b]\).

Of course, Theorem 1.1 has been generalized in many directions. For example, in the recent paper [3], the following more general result has been proved, where the second derivative in (1.2) is replaced by a fractional Riemann-Liouville derivative.

**Theorem 1.2.** Suppose that \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) is continuous and satisfies (1.1). If

\[
b - a < \frac{\Gamma(\alpha) \frac{1}{\pi} \alpha^{\alpha-1}}{k^{\frac{1}{\alpha}} (\alpha - 1)^{\frac{\alpha-1}{\alpha}}},
\]
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where \( \Gamma(\alpha) \) is the Euler Gamma function, then the boundary value problem

\[
\begin{cases}
D^\alpha y(t) = -f(t,y(t)) & (a < t < b), \\
y(a) = 0, \ y(b) = B,
\end{cases}
\]

(1.3)

where \( B \in \mathbb{R} \), \( 1 < \alpha \leq 2 \), and \( D^\alpha \) denotes the fractional Riemann-Liouville derivative of order \( \alpha \), has a unique continuous solution on \([a,b]\). 

Both theorems are proved by applying the classical Banach contraction mapping principle in the Banach space \( C[a,b] \). Motivated by these results, in this paper we study the same question for the general fractional initial value problem

\[
\begin{cases}
D^\alpha x(t) = f(t,x(t)) + D^\alpha_{\alpha-1}g(t,x(t)) & (a < t < b), \\
x(a) = \theta_1, \ x'(a) = \theta_2,
\end{cases}
\]

(1.4)

where \( 1 < \alpha < 2 \), \( f,g : [a,b] \times \mathbb{R} \to \mathbb{R} \) are given continuous functions, \( \theta_1, \theta_2 \in \mathbb{R} \) and \( D^\alpha \) denotes the Caputo fractional derivative of order \( \alpha \). In what follows, we do not require that \( f \) and \( g \) satisfy the Lipschitz condition (1.1), but a more general condition. The main tool in our study is then a fixed point theorem due to Browder-Matkowski which we will recall in the following section.

To begin with, let us briefly recall the definition and some facts about fractional integration and differentiation. For more details, we refer the reader to the monographs [5, 8].

**Definition 1.1.** Let \( \alpha \geq 0 \) and \( f \) be a real function defined on the interval \([a,b]\). The Riemann-Liouville fractional integral of order \( \alpha \) of \( f \) is defined for \( t \in [a,b] \) by

\[
I^\alpha f(t) = \begin{cases} f(t), & \text{for } \alpha = 0, \\
\frac{1}{\Gamma(\alpha)} \int_a^t (t-s)^{\alpha-1} f(s) \, ds, & \text{for } \alpha > 0.
\end{cases}
\]

(1.5)

The operator \( I^\alpha \) has many interesting properties. For instance, the semigroup property

\[
(I^\alpha \circ I^\beta) f(t) = I^{\alpha+\beta} f(t) \quad (\alpha, \beta \geq 0)
\]

holds for any \( t \in [a,b] \) and \( f \in L^1[a,b] \). Of course, the values \( \alpha \in (0,1) \) are particularly interesting, because the integral in (1.5) becomes then weakly singular.

**Definition 1.2.** Let \( \alpha \geq 0 \) and \( f \) be a real function defined on the interval \([a,b]\). The Caputo fractional derivative of order \( \alpha \) of \( f \) is defined by

\[
D^\alpha f(t) = \begin{cases} f(t), & \text{for } \alpha = 0, \\
\frac{1}{\Gamma(n-\alpha)} \int_a^t (t-s)^{n-\alpha-1} f^{(n)}(s) \, ds, & \text{for } \alpha > 0
\end{cases}
\]

(1.7)

for any \( t \in [a,b] \), where \( n = [\alpha] + 1 \) and \( [\alpha] \) denotes the integer part of \( \alpha \), provided that the right side of (1.7) is pointwise defined.

An important connection between the Riemann-Liouville fractional integral and the Caputo fractional derivative reads as follows.

Lemma 1.1. Suppose that \( f \in C^{n-1}[a,b] \) and \( f^{(n)} \) exists almost everywhere on \([a,b]\). Then
\[
(I^\alpha \circ D^\alpha_c)f(t) = f(t) - \sum_{k=0}^{n-1} \frac{f^{(k)}(a)}{k!} (t-a)^k.
\]
In particular, for \( 0 < \alpha < 1 \) and \( n = 1 \), we have
\[
(I^\alpha \circ D^\alpha_c)f(t) = f(t) - f(a),
\]
while for \( 1 < \alpha < 2 \) and \( n = 2 \) we have
\[
(I^\alpha \circ D^\alpha_c)f(t) = f(t) - f(a) - f'(a)(t-a).
\]
The equality (1.9) may be regarded as a fractional analogue to the Lagrange mean value theorem for differentiable functions.

2. Generalized Contractions

Now we state the fixed point theorem for generalized contractions which we will use for proving our main existence and uniqueness result for (1.4).

Theorem 2.1. Let \((X,d)\) be a complete metric space and \( T : X \to X \) a mapping such that
\[
d(Tx,Ty) \leq \phi(d(x,y)) \quad (x,y \in X),
\]
where \( \phi : [0,\infty) \to [0,\infty) \) is a nondecreasing function such that one of the following conditions holds.

(1) For any \( t > 0 \) we have
\[
\lim_{n \to \infty} \phi^{(n)}(t) = 0,
\]
where \( \phi^{(n)} \) denotes the \( n \)-th iteration of \( \phi \).
(2) The function \( \phi \) is right-continuous and satisfies
\[
\phi(t) < t \quad (t > 0).
\]

Then \( T \) has a unique fixed point in \( X \).

Of course, the choice \( \phi(t) = kt \) with \( 0 < k < 1 \) gives the classical Banach contraction mapping principle. Functions \( \phi \) which satisfy (1) or (2) are called comparison functions in the book [10], and we will also use this name in the sequel.

We remark that Theorem 2.1 was proved under the hypothesis (1) in [2], and under the hypothesis (2) in [6]. As a matter of fact, one may show that these two conditions are in a certain sense equivalent. Although this seems to be well known (see [1, 10]) we give a short proof for the sake of completeness and the convenience of the reader.

Lemma 2.1. Condition (2.2) implies condition (2.3). Conversely, if \( \phi \) is right-continuous, condition (2.3) implies condition (2.2).

Proof. Suppose first that (2.2) is true, but (2.3) is not. Then there exists \( t_0 > 0 \) such that \( t_0 \leq \phi(t_0) \). Since \( \phi \) is nondecreasing, it follows that \( (\phi^{(n)}(t_0))_n \) is a nondecreasing sequence, and thus
\[
0 < t_0 \leq \lim_{n \to \infty} \phi^{(n)}(t_0),
\]
contradicting condition (1). Conversely, suppose now that \( \phi \) is right-continuous and (2.3) is true, but (2.2) is not. Then we can find \( t_0 > 0 \) such that
\[
\limsup_{n \to \infty} \phi^{(n)}(t_0) \neq 0.
\]
Since \( \phi(t_0) < t_0 \) and \( \phi \) is nondecreasing, the sequence \( (\phi^{(n)}(t_0))_{n} \) is decreasing and nonnegative. Consequently, the limit
\[
a := \lim_{n \to \infty} \phi^{(n)}(t_0)
\]
exists and is strictly positive. Using the right-continuity of \( \phi \), we conclude that
\[
\phi(a) = \phi \left( \lim_{n \to \infty} \phi^{(n)}(t_0) \right) = \lim_{n \to \infty} \phi^{(n+1)}(t_0) = a.
\]
But this contradicts the fact that \( \phi(a) < a \), since \( a > 0 \), and completes the proof. \( \square \)

Lemma 2.1 shows that Browder’s fixed point theorem and Matkowski’s fixed point theorem are essentially equivalent. The advantage of Lemma 2.1 is that it allows us to check condition (1) for a given nondecreasing function \( \phi \) more easily, provided we know that \( \phi \) is right-continuous. For example, if \( \phi_1, \phi_2 : [0, \infty) \to [0, \infty) \) are two nondecreasing right-continuous functions satisfying (1), the function \( \phi := \max \{ \phi_1, \phi_2 \} \) satisfies (1) as well. In fact, \( \phi_1(t) < t \) and \( \phi_2(t) < t \) implies that also \( \phi(t) < t \) for all \( t > 0 \), and the assertion follows from Lemma 2.1. We will use this fact in the proof of our main result (Theorem 3.1 below).

We remark that the Browder-Matkowski fixed point theorem has found numerous applications; the interested reader is referred to the recent research monograph [9].

3. MAIN RESULTS

Before stating our main result on problem (1.4) we show that, as usual, every solution of (1.4) is a fixed point of an appropriate operator, and vice versa (see Lemma 3.1 below). Let \( f, g : [a, b] \times \mathbb{R} \to \mathbb{R} \) be continuous functions. To simplify the notation we denote by
\[
Fx(t) = f(t, x(t)), \quad Gx(t) = g(t, x(t))
\]
the nonlinear superposition operators generated by \( f \) and \( g \), respectively. Moreover, we consider the composition
\[
(I_{\alpha} \circ F)x(t) = \frac{1}{\Gamma(\alpha)} \int_{a}^{t} (t-s)^{\alpha-1} f(s, x(s)) \, ds
\]
of the superposition operator \( F \) with the linear fractional integral operator (1.5), as well as the composition
\[
(V \circ G)x(t) = \int_{a}^{t} g(s, x(s)) \, ds
\]
of the superposition operator \( G \) with the linear Volterra operator
\[
Vx(t) = \int_{a}^{t} x(s) \, ds.
\]
(3.2)

In this notation, problem (1.4) may be written more concisely as operator equation
\[
D^\alpha_c x = Fx + D^{\alpha-1}c Gx \quad (x \in C[a, b]).
\]
Lemma 3.1. A function \( x \in C[a, b] \) is a solution of the initial value problem (1.4) if and only if \( x \) is a fixed point of the nonlinear operator \( T \) defined by

\[
T x(t) = \theta_1 + (\theta_2 - g(a, \theta_1))(t - a) + (I^\alpha \circ F)x(t) + (V \circ G)x(t).
\]  

(3.3)

Proof. Suppose that \( x \in C[a, b] \) solves the initial value problem (1.4). Applying the operator \( I^\alpha \) to both sides of (1.4) we obtain

\[
(I^\alpha \circ D^\alpha_c)x(t) = (I^\alpha \circ F)x(t) + (I^\alpha \circ D^\alpha_c^{-1} \circ G)x(t)
\]

for any \( t \in [a, b] \). Consequently,

\[
x(t) - x(a) - x'(a)(t - a) = (I^\alpha \circ F)x(t) + (I^\alpha \circ D^\alpha_c^{-1} \circ G)x(t)
\]

\[
= (I^\alpha \circ F)x(t) + (I^\alpha \circ D^\alpha_c^{-1} \circ G)x(t) = (I^\alpha \circ F)x(t) + (I^\alpha \circ D^\alpha_c^{-1} \circ G)x(t) = (I^\alpha \circ F)x(t) + (I^\alpha \circ D^\alpha_c^{-1} \circ G)x(t).
\]

where we used (1.9) in the first, (1.6) in the second, and (1.8) in the third equality sign. Taking into account the initial conditions in (1.4), we end up with

\[
x(t) = x(a) + x'(a)(t - a) + (I^\alpha \circ F)x(t) + (V \circ G)x(t) = T x(t),
\]

which shows that \( x \) is a fixed point of the operator (3.3). Assume now that \( x \) is a fixed point of the operator (3.3), i.e.,

\[
x(t) = \theta_1 + \theta_2(t - a) + (I^\alpha \circ F)x(t) + (V \circ G)x(t) - g(a, \theta_1)(t - a).
\]

Applying then the operator \( D^\alpha_c \) to both sides of this equality yields

\[
D^\alpha_c x(t) = D^\alpha_c(\theta_1) + (\theta_2 - g(a, \theta_1))D^\alpha_c(t - a) + (D^\alpha_c \circ I^\alpha \circ F)x(t) + (D^\alpha_c \circ V \circ G)x(t)
\]

\[
= F x(t) + (D^\alpha_c \circ V \circ G)x(t) = f(t, x(t)) + D^\alpha_c^{-1} g(t, x(t)),
\]

since \( D^\alpha_c \circ V = D^\alpha_c^{-1} \). Consequently, \( x \) is a solution of (1.4). \( \square \)

We are now ready to prove a local existence and uniqueness result for continuous solutions of the initial value problem (1.4).

Theorem 3.1. Suppose that \( f, g : [a, b] \times \mathbb{R} \to \mathbb{R} \) are continuous and satisfy the generalized Lipschitz conditions

\[
|f(t, x) - f(t, y)| \leq \phi_f(|x - y|)
\]  

(3.4)

and

\[
|g(t, x) - g(t, y)| \leq \phi_g(|x - y|)
\]  

(3.5)

for \( t \in [a, b] \) and \( x, y \in \mathbb{R} \), where \( \phi_f \) and \( \phi_g \) are comparison functions. Let \( 1 < \alpha < 2 \). Moreover, assume that

\[
b - a + \frac{(b - a)^\alpha}{\Gamma(\alpha + 1)} \leq 1.
\]  

(3.6)

Then problem (1.4) has a unique continuous solution on \( [a, b] \).
Theorem 3.2. Here we get the following existence and uniqueness result which is parallel to Theorem 3.1.

Proof. Consider the complete metric space \( X = C[a, b] \) of real continuous functions on \([a, b]\), equipped with the usual metric \( d(f, g) = \max \{|f(t) - g(t)| : t \in [a, b]\} \). We claim that the operator (3.3) maps the space \( X \) into itself and satisfies, under the hypothesis (3.6), the generalized contraction condition (2.1) for a suitable \( \phi \); the assertion follows then from Lemma 3.1.

Since \( f \) and \( g \) are continuous and \( 1 < \alpha < 2 \), it is clear that, for \( x \in X \), the function \( Tx \) given by (3.3) is continuous, which shows that \( T(X) \subseteq X \). Now we verify (2.1) for \( \phi := \max \{\phi_f, \phi_g\} \). To this end, we estimate \( d(Tx, Ty) \) as follows. For \( t \in [a, b] \), we have

\[
|Tx(t) - Ty(t)| = |(V \circ G)x(t) + (I^\alpha \circ F)x(t) - (V \circ G)y(t) - (I^\alpha \circ F)y(t)|
\]

\[
\leq \int_a^t |g(s, x(s)) - g(s, y(s))| \, ds + \frac{1}{\Gamma(\alpha)} \int_a^t (t-s)^{\alpha-1} |f(s, x(s)) - f(s, y(s))| \, ds
\]

\[
\leq \int_a^t \phi_g(|x(s) - y(s)|) \, ds + \frac{1}{\Gamma(\alpha)} \int_a^t (t-s)^{\alpha-1} \phi_f(|x(s) - y(s)|) \, ds
\]

\[
\leq (t-a)\phi_g(d(x, y)) + \frac{(t-a)^\alpha}{\alpha \Gamma(\alpha)} \phi_f(d(x, y)) \leq \left[ (b-a) + \frac{(b-a)^\alpha}{\Gamma(\alpha + 1)} \right] \phi(d(x, y)).
\]

Taking now the maximum over \( t \in [a, b] \), the assertion follows from (3.6), and so we are done. \( \Box \)

The condition (3.6) on the existence interval is of course rather restrictive. A considerably milder restriction is necessary if we suppose that \( g(t, u) \equiv 0 \) in (1.4), i.e., we consider the initial value problem

\[
\begin{cases}
D^\alpha x(t) = f(t, x(t)), & (a < t < b), \\
x(a) = \theta_1, \ x'(a) = \theta_2.
\end{cases}
\]  

(3.7)

Here we get the following existence and uniqueness result which is parallel to Theorem 3.1.

Theorem 3.2. Suppose that \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) is continuous and satisfies the generalized Lipschitz conditions (3.4) for \( t \in [a, b] \) and \( x, y \in \mathbb{R} \), where \( \phi_f \) has the property (1) or (2) stated in Lemma 2.1. Let \( 1 < \alpha < 2 \). Moreover, assume that

\[
b - a \leq \Gamma(\alpha + 1)^{\frac{1}{\alpha}}.
\]  

(3.8)

Then problem (3.7) has a unique continuous solution on \([a, b]\).

Proof. The proof is similar to that of Theorem 3.1, so we only sketch the differences. We replace the operator (3.3) by the simpler operator

\[
Tx(t) = \theta_1 + \theta_2(t - a) + (I^\alpha \circ F)x(t).
\]

A similar calculation as before leads then to the estimate

\[
d(Tx, Ty) \leq \frac{(b-a)^\alpha}{\alpha \Gamma(\alpha)} \phi_f(d(x, y)) = \frac{(b-a)^\alpha}{\Gamma(\alpha + 1)} \phi_f(d(x, y)),
\]

and the statement follows. \( \Box \)
4. An Example

We illustrate our abstract results by means of two simple examples. To this end, observe that the function \( \phi : [0, \infty) \to [0, \infty) \) defined by \( \phi(t) = \arctan t \) is continuous and nondecreasing, and satisfies condition (2.3), because \( \phi(0) = 0 \) and \( 0 < \phi'(t) < 1 \) for \( t > 0 \). By Lemma 2.1, it also satisfies condition (2.2). We use this comparison function in the following.

Example 4.1. Consider the fractional initial value problem

\[
\begin{aligned}
D^{3/2}_c x(t) &= \arctan(t + |x(t)|), \quad (a < t < b), \\
x(a) &= \theta_1, \ x'(a) = \theta_2,
\end{aligned}
\]

(4.1)

where \( \theta_1, \theta_2 \in \mathbb{R} \) as before. Since the function \( t \mapsto \arctan t \) is strictly increasing and concave on \( [0, \infty) \), the function \( f(t, u) = \arctan(t + |u|) \) satisfies

\[
|f(t, x) - f(t, y)| \leq \arctan(|x| - |y|) \leq \arctan(|x - y|),
\]

which is nothing else but (3.4) with \( \phi_f(t) = \arctan t \). So if we choose, according to (3.8),

\[
b - a \leq \Gamma(5/2)^{2/3} \approx 1.209,
\]

from Theorem 3.2 we conclude that the initial value problem (4.1) has a unique continuous solution on \([a, b]\).

The next example is a slight generalization of Example 4.1, inasmuch as it illustrates Theorem 3.1.

Example 4.2. Consider the fractional initial value problem

\[
\begin{aligned}
D^{3/2}_c x(t) &= \arctan(t + |x(t)|) + D^{1/2}_c \log(1 + |x(t)|), \quad (a < t < b), \\
x(a) &= \theta_1, \ x'(a) = \theta_2,
\end{aligned}
\]

(4.2)

where \( \theta_1, \theta_2 \in \mathbb{R} \) as before. Here we have to consider, in addition to the function \( \phi_f(t) = \arctan t \), the comparison function \( \phi_g(t) = \log(1 + t) \) for \( t > 0 \). But this has essentially the same properties as \( \phi_f \). So if we choose, according to (3.6),

\[
b - a + \frac{(b - a)^{3/2}}{\Gamma(5/2)} \leq 1,
\]

from Theorem 3.1 we conclude that the initial value problem (4.2) has a unique continuous solution on \([a, b]\).

5. Concluding Remarks

Theorem 3.1 and Theorem 3.2 give existence and uniqueness for continuous solutions of the fractional initial value problem (1.4). However, the space \( C[a, b] \) is not very suitable for fractional integral and differential operators. Instead, such operators are “better behaved” in Lebesgue, Sobolev, or Hölder spaces. For example, it is well-known that the linear operator (1.5) is bounded between \( L_p[a, b] \) and \( L_p/(1-\alpha p)\)/\( [a, b] \) for \( 1 < p < 1/\alpha \), or between \( L_p[a, b] \) and \( \mathcal{C}^{\alpha-1/p}[a, b] \), or between \( \mathcal{C}^{\beta}[a, b] \) and \( \mathcal{C}^{\alpha-\alpha}[a, b] \) for \( 0 < \beta < 1 - \alpha < 1 \). Here \( \mathcal{C}^{\beta}[a, b] \) denotes the Banach space of all Hölder continuous (with exponent \( \beta \in (0, 1) \)) functions \( x : [a, b] \to \mathbb{R} \), equipped with the natural norm

\[
\|x\|_\beta = |x(a)| + \sup \left\{ \frac{|x(s) - x(t)|}{|s - t|^{\beta}} : a \leq s, t \leq b, s \neq t \right\}.
\]
However, if we try to imitate our previous arguments by imposing the generalized contraction condition (2.1) on the superposition operators (3.1), we encounter a very unpleasant surprise: such a contraction condition can be satisfied only if the underlying functions \( f \) and \( g \) are affine. As far as we know, a degeneracy phenomenon of this kind has been proved first for the classical contraction condition by Matkowski [7] in the space of Lipschitz continuous functions, and subsequently in many other function spaces. Although the proof in our case is quite similar, we state it here because it gives some insight into the problem.

**Theorem 5.1.** Suppose that the operator \( F \) from (3.1) satisfies a generalized contraction condition of type (2.1) in the Hölder space \( C^\beta[a,b] \), i.e.,

\[
\|Fx - Fy\|_\beta \leq \phi(\|x - y\|_\beta) \tag{5.1}
\]

for some comparison function \( \phi \). Then the function \( f \) is affine, i.e., there exist \( A,B \in C^\beta[a,b] \) such that \( f(t,u) = A(t)u + B(t) \).

**Proof.** Without loss of generality, we take \([a,b] = [0,1] \). For \( 0 < \sigma < \tau < 1 \) and \( \xi, \eta \in \mathbb{R} \), we define two functions \( x,y : [0,1] \to \mathbb{R} \) by

\[
x(t) = \begin{cases} 
\eta, & \text{for } 0 \leq t < \sigma, \\
\frac{\xi(t - \sigma)}{\tau - \sigma} + \eta, & \text{for } \sigma \leq t \leq \tau, \\
\xi + \eta, & \text{for } \tau < t \leq 1,
\end{cases}
\]

and \( y(t) = x(t) - \eta \). A straightforward calculation shows that \( \|x - y\|_\beta = |\eta| \) and

\[
\|Fx - Fy\|_\beta = |f(0, \eta) - f(0,0)| + \frac{|f(\tau, \xi + \eta) - f(\tau, \xi) - f(\sigma, \eta) + f(\sigma,0)|}{(\tau - \sigma)^\beta}.
\]

Inserting this into the contraction condition (5.1) yields

\[
|f(0, \eta) - f(0,0)| + \frac{|f(\tau, \xi + \eta) - f(\tau, \xi) - f(\sigma, \eta) + f(\sigma,0)|}{(\tau - \sigma)^\beta} \leq \phi(|\eta|). \tag{5.2}
\]

Now, multiplying both sides of (5.2) by \((\tau - \sigma)^\beta\) and letting \( \tau \to \sigma \), we obtain

\[
f(\sigma, \xi + \eta) - f(\sigma, \xi) - f(\sigma, \eta) + f(\sigma,0) = 0.
\]

But this means that the function \( \ell_\sigma(u) := f(\sigma, u) - f(\sigma,0) \) is additive and continuous, so \( \ell_\sigma(u) = A(\sigma)u \). Moreover, if we put \( f(\sigma,0) = B(\sigma) \) we get the representation \( f(\sigma, u) = A(\sigma)u + B(\sigma) \) as claimed. \( \square \)

Theorem 5.1 is of course quite disappointing: it shows that we may apply generalized contraction conditions like (5.1) only if our problem is actually linear! So it seems natural to apply other fixed point theorems. Here the classical Schauder theorem and its various generalizations are a good choice, because compactness criteria are known in many function spaces. However, we have to pay a price for this: the application of topological fixed point theorems requires the existence of an invariant convex, closed and bounded set, e.g., a closed ball. To derive the necessary growth estimates for the operator (3.3), one may use then the fact that the Riemann-Liouville operator (1.5) and the Volterra operator (3.2) have spectral radius zero. Details will be given in a subsequent paper.
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