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Abstract. A new iterative algorithm for approximating a solution of a split feasibility problem and the
fixed point problem of a quasi-φ -nonexpansive mapping is proposed and studied. It is proved that the
sequence generated by the new algorithm converges strongly to a common solution of the split feasibility
problem and the fixed point problem in real Banach spaces, which are more general than Hilbert spaces.
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1. INTRODUCTION

Let C and D be nonempty closed and convex subsets of real Banach spaces E1 and E2,
respectively. Let A : E1 → E2 be a bounded linear map. The split feasibility problem (SFP)
consists of

finding x∗ ∈C such that Ax∗ ∈ D. (1.1)

The SFP was first introduced by Censor and Elfving [1] in finite dimensional real Hilbert spaces
for modeling inverse problems, which arise in image reconstructions and phase retrievals. It is
now well known that the SFP and its generalizations have numerous real applications in several
disciplines, such as, medical imaging [2]. Hence, they have attracted the attention and interest of
many researchers; see, e.g., [3, 4, 5, 6, 7] and the references therein.

For approximating a solution of the SFP in finite dimensional real Hilbert spaces, Censor and
Elfving [1] studied, based on projections, an iterative algorithm, which involves the numerical
computation of the inverse of a matrix. To overcome this drawback, Byrne et al. [8] proposed the
so-called C-Q algorithm, which does not involve the computations of the inverse of any matrix
but involves projections onto two subsets C and Q. However, the calculation of projections is not
easy for general sets.

In 2010, Moudafi [9] studied the problem of approximating a solution of the split common
fixed point problem (SCFPP) (see [9]) for quasi-nonepxansive mappings and demi-contractive
mappings in real Hilbert spaces. He proposed an iterative method which does not involve
projections and proved weak convergence theorems in real Hilbert spaces.
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In 2014, Kraikaew and Saejung [10] combined the Moudafi’s method [9] with the Halpern-type
method and proposed a new iterative algorithm, which does not involve the projection operator
for solutions of the split feasibility problem in real Hilbert spaces.

Recently, many authors investigated various iterative algorithms for approximating a solution
of the SFP and its generalizations in real Hilbert spaces; see, e.g, [11, 12, 13, 14, 15] and the
references therein. However, there are few results established in real Banach spaces, which is
more general than Hilbert spaces.

In 2015, Tang et al. [16] introduced an iterative algorithm, which does not involve the
projection operator to approximate a solution of the split common fixed point problem of a
quasi-strict pseudocontractive mapping and an asymptotically nonexpansive mapping in two
Banach spaces and one of the two Banach spaces, E1, is uniformly convex, and 2-uniformly
smooth real Banach space. They proved weak and strong convergence theorems under the
assumption of the semi-compactness of the operators involved. However, it was shown (see [17])
that the Banach space E1 studied by Tang et al. [16], which was supposed to be more general
than Hilbert spaces, is necessarily a real Hilbert space.

Recently, in 2018, Ma, Wang and Chang [18] proposed an iterative algorithm to approximate
a common solution of the split feasibility problem and the fixed point problem of quasi-φ -
nonexpansive mappings in the setting of real Banach spaces that are 2-uniformly convex and
2-uniformly smooth. They proved that the sequence generated by their proposed algorithm
converges strongly to a common solution of the split feasibility and the fixed point problem
without the assumption of semi-compactness on the mappings. However, we note that the
2-uniformly convex and 2-uniformly smooth Banach space is indeed a real Hilbert space.

It is our purpose in this paper to propose a new iterative algorithm for approximating a common
solution of the split feasibility problem and the fixed point problem of quasi-φ -nonexpansive
mappings in the setting of two real Banach spaces, which are much more general than real Hilbert
spaces. Under our setting, E1 is assumed to be a p-uniformly convex (p > 1) and uniformly
smooth real Banach spaces and E2 is an arbitrary smooth real Banach space. Furthermore,
the sequence generated by our algorithm is proved to converge strongly to a common solution
of the split feasibility problem and the fixed point problem without any assumption of semi-
compactness on the mappings. The convergence theorem proved in this paper is applicable to
Lp, lp and the Sobolev spaces W m

p (Ω), for 1 < p < ∞.

2. PRELIMINARIES

Let E be a strictly convex and smooth real Banach space. For p > 1, let Jp : E → 2E∗ be
defined by

Jp(x) := {u∗ ∈ E∗ : 〈x,u∗〉= ‖x‖‖u∗‖, ‖u∗‖= ‖x‖p−1}.

Jp is called the generalized duality mapping on E. If p = 2, J2 is called the normalized duality
mapping and is denoted by J. In a real Hilbert space H, J is the identity map on H. It is easy to
see from the definition that

Jp(x) = ‖x‖p−2Jx, and 〈x,Jpx〉= ‖x‖p, ∀x ∈ E.

It is well-known that if E is smooth, then J is single-valued and if E is strictly convex, J is
one-to-one, and J is surjective if E is reflexive.
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Definition 2.1. [19] Let E be a real normed space with dimension E ≥ 2. The modulus of
convexity of E is the function δE : (0,2]→ [0,1] defined by

δE(ε) :=
{

1−
∣∣∣∣∣∣∣∣u+ v

2

∣∣∣∣∣∣∣∣ : ||u||= ||v||= 1; ε = ||u− v||
}
.

Let p > 1 be a real number and δE : (0,2]→ [0,1] be the modulus of convexity of E. Then,
a normed space E is said to be p-uniformly convex if there exists a constant c > 0 such that
δE(ε)≥ cε p.

It is well known that Lp, lp and the Sobolev spaces W m
p (Ω), for 1 < p < ∞, are p-uniformly

convex and that the following estimates hold (see, e.g., [19] and [20]):

δlp(ε) = δLp(ε) = δW p
m(Ω)(ε) =


p−1

8 ε2 +o(ε2)> p−1
8 ε2, 1 < p < 2;

1−
[
1−
(

ε

2

)p
] 1

p
> 1

p

(
ε

2

)p
p≥ 2.

Definition 2.2. [21] Let E be a smooth, strictly convex and reflexive real Banach space and let C
be a nonempty closed and convex subset of E. The map ΠC : E→C defined by x̃ = ΠC(x) ∈C
such that φ(x̃,x) = infy∈C φ(y,x) is called the generalized projection of E onto C. Clearly, in a
real Hilbert space H, the generalized projection ΠC coincides with the metric projection PC from
H onto C.

Definition 2.3. [21] Let E1 and E2 be two reflexive, strictly convex and smooth real Banach
spaces. The collection of mappings A : E1→ E2 that are linear and continuous is a normed linear
space with norm defined by ‖A‖= sup‖x‖≤1 ‖Ax‖. The dual operator A∗ : E∗2 −→ E∗1 defined by
〈A∗y∗,x〉= 〈y∗,Ax〉, ∀ x ∈ E1, y∗ ∈ E∗2 is called the adjoint operator of A. The adjoint operator
A∗ has the property ‖A∗‖= ‖A‖.

Definition 2.4. [22] Let C be a nonempty closed and convex subset of a real Banach space E
and let T : C→C be a mapping. Then, T is said to be quasi-φ -nonexpansive if F(T ) := {x ∈C :
T x = x} 6= /0 and

φ(x,Ty)≤ φ(x,y) ∀ x ∈ F(T ), y ∈C.

Let E be a reflexive, strictly convex and smooth real Banach space with dual space E∗. For
p > 1, Chidume [23] defined the following functionals: φp : E×E→ R+ by

φp(x,y) := ‖x‖p− p〈x,Jpy〉+‖Jpy‖p, ∀x,y ∈ E;

Vp : E×E∗→ R+ by

Vp(x,x∗) := ‖x‖p− p〈x,x∗〉+‖x∗‖p, ∀x ∈ E, x∗ ∈ E∗.

It is clear from these definitions that

Vp(x,x∗) = φp(x,J−1
p x∗), ∀x ∈ E, x∗ ∈ E∗. (2.1)

Remark 2.1. If p = 2, we denote φ2(x,y) simply as φ(x,y) and

φ(x,y) = ‖x‖2−2〈x,J(y)〉+‖y‖2, ∀x,y ∈ E.

In the sequel, we need the following lemmas recently established by Chidume in [23].

Lemma 2.1. Let E be a reflexive, strictly convex and smooth real Banach space. Then, for p > 1,

Vp(u,u∗)+ p〈J−1
p u∗−u,v∗〉 ≤Vp(u,u∗+ v∗), ∀u ∈ E, u∗,v∗ ∈ E∗. (2.2)
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Lemma 2.2. For p > 1, let E be a p-uniformly convex and smooth real Banach space. Let D
be a nonempty closed and convex subset of E. Let x1 ∈ E be arbitrary and PD : E → D be the
metric projection of E onto D. Then

x∗ = PDx1 ⇔ 〈x∗− z,Jp(x1− x∗)〉 ≥ 0, ∀z ∈ D.

Lemma 2.3. [24] Let E be a p-uniformly convex and smooth real Banach space. Then, there
exists a constant c2 > 0 such that, for every x,y ∈ E,

〈x− y,Jpx− Jpy〉 ≥ c2‖x− y‖p.

Lemma 2.4. [23] Let E be a p-uniformly convex and smooth real Banach space with dual space
E∗. For p > 1, let Jp : E→ E∗ be the generalized duality map. Then,

‖J−1
p x− J−1

p y‖ ≤ κp‖x− y‖
1

p−1 , ∀x,y ∈ E, (2.3)

where κp =
(

1
c2

) 1
p−1

with c2 being the constant appearing in Lemma 2.3

Lemma 2.5. [23] Let E be a reflexive, strictly convex and smooth real Banach space. Then, for
p > 1,

φp
(
x,J−1

p (λJpu+(1−λ )Jpv)
)
≤ λφp(x,u)+(1−λ )φp(x,v), ∀x,u,v ∈ E. (2.4)

We also need the following well known lemmas.

Lemma 2.6. [21] Let D be a nonempty closed and convex subset of a reflexive, strictly convex
and smooth real Banach space E. Then,

φ(u,ΠDy)+φ(ΠDy,y)≤ φ(u,y), ∀ u ∈ D,y ∈ E, (2.5)

where ΠD is the generalized projection of E onto D.

Lemma 2.7. [25] Let E be a uniformly convex and smooth real Banach space and let {xn}
and {yn} be two sequences of E. If φ(xn,yn)→ 0 and either {xn} or {yn} is bounded, then
‖xn− yn‖→ 0, as n→ ∞.

Lemma 2.8. [24] For p > 1, let E be a p-uniformly convex real Banach space. Then, there exists
a constant cp > 0 such that, for all x,y ∈ E,

‖αx+(1−α)y‖p ≤ α‖x‖p +(1−α)‖y‖p− cpwp(α)‖x− y‖p, (2.6)

where wp(α) := (1−α)pα +(1−α)α p, α ∈ (0,1)

2.1. Analytical representations of generalized duality maps in Lp, lp, and W p
m , spaces with

1 < p < ∞. Using the analytic representation of the normalized duality mappings in Lp, lp, and
W p

m , 1 < p < ∞ (see, e.g., Lindenstrauss and Tzafriri [20]) and the relation Jp(x) = ||x||p−2J(x),
we obtain the analytical representations of generalized duality mappings in these spaces as
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follows:

Jz = y ∈ lq, y = {|z1|p−2z1, |z2|p−2z2, ...}, z = {z1,z2, ...},
J−1z = y ∈ lp, y = {|z1|q−2z1, |z2|q−2z2, ...}, z = {z1,z2, ...},

Jz = ‖z‖2−p
Lp
|z(s)|p−2z(s) ∈ Lq(G), s ∈ G,

J−1z = |z(s)|q−2z(s) ∈ Lp(G), s ∈ G, and

Jz = ∑
|α|≤m

(−1)|α|Dα(|Dαz(s)|p−2Dαz(s)) ∈W q
−m(G),m > 0,s ∈ G,

3. MAIN RESULT

Before prove our main convergence theorem, we list the following assumptions:
1. E1 is a p-uniformly convex and uniformly smooth real Banach space, and E2 is an

arbitrary smooth real Banach space;
2. T : E1→ E1 is a closed quasi-φ -nonepxansive mapping;
3. A : E1→ E2 is a bounded linear mapping with adjoint A∗;
4. α ∈ (0,1) and γ are constants such that 0 < γ < 1

κ
p−1
p ‖A‖p

;

5. Q is a nonempty closed and convex subset of E2, and F(T ) := {w ∈ E1 : Tw = w}.
PQ denotes the metric projection of E2 onto Q, and ΠCn+1x1 denotes the generalized
projection of x1 onto Cn+1, ∀ n≥ 1;

6. Ji, i = 1,2 denotes the generalized duality mapping on Ei, i = 1,2, respectively; and
J−1

i , i = 1,2 denotes the generalized duality mapping on E∗i , i = 1,2, respectively; where
E∗i , i = 1,2, represents the dual space for each i.

Algorithm 3.1.

x1 ∈ E1, C1 = E1 en = J2(PQ− I)Axn, n≥ 1,
zn = J−1

1 (J1xn + γA∗en),

yn = J−1
1
(
(1−α)J1zn +αJ1T zn

)
,

Cn+1 = {v ∈Cn : φp(v,zn)≤ φp(v,xn); φp(v,yn)≤ φp(v,xn)},
xn+1 = ΠCn+1x1.

We now in a position to prove our main convergence theorem.

Theorem 3.1. If Γ := {w∈ F(T ) : Aw∈Q} 6= /0, then the sequence {xn} generated by Algorithm
3.1 converges strongly to some x∗ ∈ Γ with x∗ = ΠΓx1.

Proof. We divide the proof into 5 steps.
Step 1. Show that Cn is closed and convex for each n≥ 1.

Clearly, C1 = E1 is closed and convex. Assume that Cn is closed and convex for some n≥ 1.
For any v ∈Cn, we have

φp(v,zn)≤ φp(v,xn)⇔ p〈v,J1(xn)− J1(zn)〉 ≤ ‖J1(xn)‖p−‖J1(zn)‖p,

φp(v,yn)≤ φp(v,xn)⇔ p〈v,J1(xn)− J1(yn)〉 ≤ ‖J1(xn)‖p−‖J1(yn)‖p.

From these conditions, we conclude that Cn+1 is closed and convex.
Step 2. Show that Γ⊂Cn, for each n≥ 1.
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Let w∗ ∈ Γ. Using Lemma 2.1, we compute as follows

φp(w∗,zn) = φp(w∗,J−1
1
(
J1xn + γA∗en

)
)

=Vp(w∗,J1xn + γA∗en)

≤Vp(w∗,J1xn)− p〈J−1
1 (J1xn + γA∗en)−w∗,−γA∗en〉

= φp(w∗,xn)− pγ〈Aw∗−Azn,en〉
= φp(w∗,xn)− pγ〈Aw∗−Axn,en〉− pγ〈Axn−Azn,en〉. (3.1)

It follows from Lemma 2.2 that

〈Aw∗−Axn,en〉= 〈Aw∗−Axn,J2(PQ− I)Axn〉
= 〈Aw∗−PQAxn,J2(PQAxn−Axn)〉+‖(PQ− I)Axn‖p

≥ ‖(PQ− I)Axn‖p. (3.2)

Using Lemma 2.4 yields that

−〈Axn−Azn,en〉 ≤ ‖A‖.‖zn− xn‖.‖J2(PQ− I)Axn‖

≤ ‖A‖.‖J−1
1
(
J1xn + γA∗J2(PQ− I)Axn

)
− J−1

1 J1xn‖.‖J2(PQ− I)Axn‖

≤ ‖A‖κp‖γA∗J2(PQ− I)Axn‖
1

p−1‖J2(PQ− I)Axn‖

≤ ‖A‖κpγ
1

p−1‖A‖
1

p−1‖J2(PQ− I)Axn‖
p

p−1

= κpγ
1

p−1‖A‖
p

p−1‖J2(PQ− I)Axn‖
p

p−1 . (3.3)

Substituting (3.2) and (3.3) in (3.1), we obtain

φp(w∗,zn)≤ φp(w∗,xn)− pγ‖(PQ− I)Axn‖p + pγ
p

p−1 κp‖A‖
p

p−1‖(PQ− I)Axn‖p

= φp(w∗,xn)− pγ

(
1− γ

1
p−1 κp‖A‖

p
p−1

)
‖(PQ− I)Axn‖p. (3.4)

Using the condition that 0 < γ < 1
κ

p−1
p ‖A‖p

, inequality (3.4), we arrive at

φp(w∗,zn)≤ φp(w∗,xn). (3.5)

Furthermore, using Lemma 2.5 and inequality (3.5), we obtain that

φp(w∗,yn) = φp
(
w∗,J−1

1
[
(1−α)J1zn +αJ1T zn

])
≤ (1−α)φp(w∗,zn)+αφp(w∗,T zn)

≤ φp(w∗,zn)≤ φp(w∗,xn). (3.6)

From inequalities (3.5) and (3.6), we obtain that w∗ ∈Cn+1, which further implies that Γ⊂Cn,
for all n≥ 1. Hence, {xn} is well defined.
Step 3. Show that {xn} is a Cauchy sequence.

We observe that since E1 is p-uniformly convex, which means that it is reflexive and strictly
convex. So, Lemmas 2.6 and 2.7 are applicable. Hence, we can use the functional φ in these
lemmas instead of the generalized functional φp. Using these lemmas, the proof that {xn} is a
Cauchy sequence is standard. However, for the completeness, we sketch the short proof here.
Let w ∈ Γ be arbitrary. We have xn = ΠCnx1, ∀n≥ 1. It follows from Lemma 2.6 that

φ(xn,x1)≤ φ(w,x1), ∀n≥ 1, w ∈ Γ.
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This implies that {φ(xn,x1)} is bounded. Consequently, {xn} is bounded. Also, since xn = ΠCnx1
and xn+1 = ΠCn+1x1 ∈Cn+1 ⊂Cn, it follows from Lemma 2.6 and the definition of Cn+1 that
φ(xn,x1)≤ φ(xn+1,x1), so that {φ(xn,x1)} is non-decreasing and bounded. Hence, lim

n→∞
φ(xn,x1)

exists. For any positive integers m,n, without loss of generality, let n > m. Then, from xn =
ΠCnx1 ∈Cn ⊂Cm and Lemma 2.6, we have

φ(xm,xn) = φ(xm,ΠCnx1)≤ φ(xm,x1)−φ(ΠCnx1,x1)

= φ(xm,x1)−φ(xn,x1)→ 0, as m,n→ ∞.

By using Lemma 2.7, we obtain that lim
n,m→∞

‖xn− xm‖= 0. Hence, {xn} is a Cauchy sequence.

Step 4. Show that (i) lim
n→∞
‖(PQ− I)Axn‖= 0 and (ii) lim

n→∞
‖zn−T zn‖= 0.

Since xn+1 = ΠCn+1x1 ∈Cn, it follows from the definition of Cn+1 that

φ(xn+1,zn)≤ φ(xn+1,xn) and φ(xn+1,yn)≤ φ(xn+1,xn).

From these inequalities, we obtain that limn→∞ φ(xn+1,zn) = 0 and limn→∞ φ(xn+1,yn) = 0.
From Lemma 2.7, we conclude that

lim
n→∞
‖xn+1− zn‖= 0, lim

n→∞
‖xn+1− yn‖= 0 and thus, lim

n→∞
‖yn− zn‖= 0. (3.7)

Since {xn} is a Cauchy sequence in E1, we find that there exists x∗ ∈ E1 such that xn→ x∗ ∈ E as
n→∞. It then follows from equations (3.7) that zn→ x∗ and yn→ x∗ as n→∞. Using inequality
(3.4), we obtain,

pγ

[
1− γ

1
p−1 κp‖A‖

p
p−1

]
‖(PQ− I)Axn‖p ≤ φp(w∗,xn)−φp(w∗,zn)→ 0, as n→ ∞.

Since
pγ[1− γ

1
p−1 κp‖A‖

p
p−1 ]> 0,

it follows that limn→∞ ‖(PQ− I)Axn‖= 0, which complete the proof of (i).
For (ii), we compute as follows:

φp(w,yn) = φp(w,J−1
1 [(1−α)J1zn +αJ1T zn])

= ‖w‖p− p〈w,(1−α)J1zn〉− p〈w,αJ1T zn〉+(1−α)‖J1zn‖p

+α‖J1T zn‖p− cpwp(α)‖J1zn− J1T zn‖p

= αφp(w,T zn)+(1−α)φp(w,zn)− cpwp(α)‖J1zn− J1T zn‖p.

This implies

cpwp(α)‖J1zn− J1T zn‖ ≤ αφp(w,T zn)+(1−α)φp(w,zn)−φp(w,yn)

≤ αφp(w,zn)+(1−α)φp(w,zn)−φp(w,yn)

= φp(w,zn)−φp(w,yn)→ 0 as n→ ∞.

Since cpwp(α)> 0, we obtain that

lim
n→∞
‖J1zn− J1T zn‖= 0. (3.8)

Since E∗1 is uniformly smooth, we obtain that J−1
1 is uniformly continuous on bounded sets.

Hence, equation (3.8) yields that limn→∞ ‖zn−T zn‖= 0, establishing (ii).
Step 5. Show that T x∗ = x∗ and x∗ = ΠΓx1.
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Since zn→ x∗ and lim
n→∞
‖zn−T zn‖= 0, it follows from the fact that T is closed that T x∗ = x∗.

Furthermore, from step 4, we proved that ‖(PQ− I)Axn‖ → 0 and xn→ x∗, as n→ ∞. Since
(PQ− I)A is continuous, it follows that ‖(PQ− I)Ax∗‖ = 0, so Ax∗ ∈ Q. Hence, x∗ ∈ Γ. Let
y∗ := ΠΓx1 ∈ Γ. From xn = ΠCnx1 and y∗ ∈ Γ⊂Cn, we have

φ(ΠΓx1,ΠCnx1)+φ(ΠCnx1,x1)≤ φ(y∗,x1),

which implies that φ(xn,x1)≤ φ(y∗,x1). This implies that

φ(x∗,x1) = lim
n→∞

φ(xn,x1)≤ φ(y∗,x1) = φ(ΠΓx1,x1)≤ φ(x∗,x1).

This implies that φ(x∗,x1) = φ(y∗,x1), so that y∗ = x∗. Hence, {xn} converges strongly to x∗ ∈ Γ,
where x∗ = ΠΓx1. The proof is complete. �

Remark 3.1. Theorem 3.1 holds if the constant α ∈ (0,1) is replaced with a sequence {αn} in
(0,1) such that 0 < δ ≤ αn < 1, ∀n ≥ 1 and some δ > 0. The proof follows directly as in the
proof of Theorem 3.1.

Remark 3.2. Theorem 3.1 holds if E1 = Lp, lp or the Sobolev spaces, W m
p (Ω), for 1 < p < ∞.

These spaces are p-uniformly convex and uniformly smooth (see, e.g., Linderstraus and Tzaferri
[20], see also Chidume [19], page 44).

Remark 3.3. The condition on γ in the proof of theorem 3.1 depends on the norm, ||A||, of A.
This is not a drawback on implementing the algorithm because, one does not need to compute
this norm to use the algorithm. For computational purposes, this norm can be replaced with a
constant associated with the mapping A and this is easy to compute as follows. To assert that a
linear mapping A is bounded, one has to show that the following inequality holds:

||Ax|| ≤ K||x||, ∀x ∈ E, (3.9)

for some constant K > 0. This constant K > 0 is an upper bound for ||A|| and is generally easy
to obtain (since it is not unique) for any bounded linear mapping.

It is easy to see from the proof of Theorem 3.1 that the condition

0 < γ <

[
1

κp‖A‖
p

p−1

]p−1

,

can then be replaced with the condition

0 < γ <

[
1

κpK
p

p−1

]p−1

,

where K is easily obtained from inequality (3.9).

We note that in the special case with 1 < p≤ 2, the spaces Lp, lp and W m
p (Ω) are 2-uniformly

convex spaces. In this case, Algorithm 3.1 is reduced to the following algorithm.
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Algorithm 3.2. 

x1 ∈ E1, C1 = E1 en = J2(PQ− I)Axn, n≥ 1,
zn = J−1

1 (J1xn + γA∗en),

yn = J−1
1
(
(1−α)J1zn +αJ1T zn

)
Cn+1 = {v ∈Cn : φ(v,zn)≤ φ(v,xn); φ(v,yn)≤ φ(v,xn)}
xn+1 = ΠCn+1x1.

where Ji is the usual normalized duality mapping on Ei and φ is the Lyapunov functional of
Alber [21].
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