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#### Abstract

It is known that many statistical and machine learning approaches heavily rely on pairwise distance between data points. The choice of distance function on the underlying manifold has a fundamental impact on performance of these processes. This is closely related to questions of how to appropriately calculate distances, and hence, fundamental solutions (heat kernels) for heat operators can be obtained. In general, it is not so easy to obtain a closed form for heat kernels. We first survey results of heat kernels on radially symmetric Riemannian manifolds, e.g., Euclidean spaces and unit spheres in $\mathbf{R}^{n}$. For the cases $n=1,2,3$, we may construct the heat kernel explicitly. But, the computation is much more complicated when $n>3$. However, by results of Nagase, we may construct parametrices for the heat kernel by using elementary functions so that the error terms can be under controlled. In the second part of the paper, we discuss some results on subRiemannian manifolds, especially 3-dimensional sphere in $\mathbf{C}^{2}$ as a CR-manifold. We study geodesics connecting two given points on $\mathbb{S}^{3}$ respecting the Hopf fibration. This geodesic boundary value problem is completely solved in the case of $\mathbb{S}^{3}$ and some partial results are obtained in the general case. The Carnot-Carathéodory distance is calculated. We also present some motivations related to quantum mechanics. Then we give a brief discussion of Greiner's methods on the heat kernel for the Cauchy-Riemann subLaplacian on $\mathbb{S}^{2 n+1}$. We provide a brief discussion on applications of these heat kernels to graph kernels in the last part of the paper.
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## 1. Introduction

It is known that one of the most general representations of a data set $\left\{x_{j}\right\}_{j=1}^{m}$, for $x_{j} \in \mathscr{M} \subset$ $\mathbf{R}^{N}$, is via a matrix of pairwise distance between each of the data points. The most standard choice in practice is the Euclidean metric. Basically, this choice implicitly assumes that the data do not have any interesting nontrivial geometric structure in their underlying manifold. In fact, we have seen examples that there exist pairs of points in $\mathscr{M}$ which are close in Euclidean
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metric but actually far away from each other if one needs to travel along curves with constraints. More precisely, the points along a path that does not cross empty regions across which there is no data but instead follows the "flow" of the data.

The shortest path between two points $A$ and $B$ on a manifold $\mathscr{M}$ is known as the geodesic, with the length of this path corresponding to the geodesic distance, When $A$ and $B$ are very close to each other, then the Euclidean distance provides an accurate approximation to the geodesic distance. However, Euclidean and geodesic distance can be dramatically different when the curvature of $\mathscr{M}$ is large, The accuracy of Euclidean distance in small neighborhoods has exploited to develop algorithms for approximating geodesics distances via graph distances. Such method provides a weighted graph in which edges connect neighbors and weights correspond to the Euclidean distance. Readers can consult the papers by the authors e.g., [36, 37, 38].

Furthermore, using Euclidean metric within local neighborhoods, we need to keep neighborhoods small to control the global approximation error. This creates some shortcomings. For example, when the sample size $m$ is not large enough and when the density $d$ of the data points is not uniform over $\mathscr{M}$ but instead is larger in certain regions than others. The main purpose of this paper is to provide a good strategy for more accurate geodesic distance estimations that improve the local Euclidean approximation while continuing to reply on graph distance algorithms. More precise, we study the spherical model which has the almost unique features of both accounting for positive curvature and having the geodesic distance between any two points in a simple closed form. Here we also recommend a beautiful paper to readers by Li and Dunson [23] for motivation of this subject. Unlike the paper in [23], here we give detailed discussions for elliptic and sub-elliptic heat kernels on the sphere $\mathbb{S}^{3} \subset \mathbf{C}^{2}$.

Let $(\mathscr{M}, g)$ be a Riemannian manifold and let $C^{1,2}(\mathscr{M})$ be the space of functions

$$
f:(0, \infty) \times \mathscr{M} \rightarrow \mathbf{R}
$$

which are continuous on $[0, \infty) \times \mathbf{R}, C^{1}$-differentiable in the first variable, and $C^{2}$-differentiable in the second variable. As usual, define the Laplacian be

$$
\Delta=-\operatorname{div} \nabla
$$

Definition 1.1. The operator $Q=\frac{\partial}{\partial t}+\Delta$ defined on the space $C^{1,2}(\mathscr{M})$ is called the heat operator on $(\mathscr{M}, g)$.

To invert the heat operator, one needs to study the fundamental solution, i.e., the heat kernel.
Definition 1.2. A fundamental solution $K$ for the heat operator $Q=\frac{\partial}{\partial t}+\Delta_{y}$ is a function $P$ : $\mathscr{M} \times \mathscr{M} \times(0, \infty) \rightarrow \mathbf{R}$ with the following properties:
(1). $K \in C(M \times \mathscr{M} \times(0, \infty)), C^{2}$ in the first variable, and $C^{1}$ in the second variable,
(2). $\left(\frac{\partial}{\partial t}+\Delta_{y}\right) K(\cdot, y, t)=0$ for all $t>0$,
(3). $\lim _{t \rightarrow 0^{+}} K(x, \cdot, t)=\delta_{x}$ for all $x \in \mathscr{M}$.
where $\delta_{x}$ is the Dirac distribution concentrated at $x$ and the limit (3) is considered in the sense of distribution, i.e.,

$$
\lim _{t \rightarrow 0^{+}} \int_{\mathscr{M}} K(x, y, t) \psi(x) d v(x)=\psi(y), \quad \text { for all } \quad \psi \in C_{0}^{\infty}(\mathscr{M}), \quad x \in \mathscr{M}
$$

where $C_{0}^{\infty}(\mathscr{M})$ denotes the collection of smooth functions with compact support, and $d v(x)=$ $\sqrt{\left|g_{j k}(x)\right|} d x_{1} \wedge \cdots \wedge d x_{n}$.
1.1. Compact manifolds. Let $(\mathscr{M}, g)$ be a compact Riemannian manifold. We define the inner product

$$
\langle f, g\rangle_{g}=\int_{\mathscr{M}} f g d v, \quad \text { for all } \quad f, g \in C \infty(\mathscr{M})
$$

Denote $\|f\|_{L^{2}}=\langle f, f\rangle_{g}^{\frac{1}{2}}$. The space $L^{2}(\mathscr{M})$ is obtained from $C^{\infty}(\mathscr{M})$ by completeness with respect to the norm $\|\cdot\|_{L^{2}}$.

The real numbers $\lambda$ for which there is an eigenfunction of $f$ such that $\Delta f=\lambda f$ are called eigenvalues. The function $f$ is an eigenfunction of $\lambda$. Let

$$
V_{\lambda}(\mathscr{M}, g)=\{f: \mathscr{M} \rightarrow \mathbf{R}: \Delta f=\lambda f\}
$$

be the eigenspace with respect to $\lambda$. The number $m_{\lambda}=\operatorname{dim} V_{\lambda}(\mathscr{M}, g)$ is called the multiplicity of $\lambda$.

In the following we shall find the fundamental solution of $Q$ in the case of a compact Riemannian manifold. The spectral theory of the Laplace operator is a consequence of the RieszSchauder theory. Hence the following spectrum theorem holds for the Laplace operator on Riemannian manifolds.

Theorem 1.1. We have the following results.
(1). The eigenvalues are nonnegative and form a countable infinite set

$$
0=\lambda_{0}<\lambda_{1}<\lambda_{2}<\lambda_{3}<\cdots
$$

with $\lambda_{k} \rightarrow+\infty$ ad $k \rightarrow \infty$ and the series $\sum_{k=1}^{\infty} \frac{1}{\lambda_{k}^{2}}$ converges.
(2). Each eigenvalue $\lambda_{k}$ has finite multiplicity $m_{k}$. The eigenspaces $V_{\lambda_{k}}(\mathscr{M}, g)$ and $V_{\lambda_{j}}(\mathscr{M}, g)$, $k \neq j$ are orthogonal with respect to the inner product $\langle\cdot, \cdot\rangle_{g}$.
(3). From the system of eigenfunctions, using the Gram-Schmidt procedure, one may obtain a complete orthonormal system $\left\{f_{k_{\ell}}: k \in \mathbf{N}, \ell=1, \ldots, m_{k}\right\}$ of eigenfunctions, such that

$$
h=\sum_{k=0}^{\infty} \sum_{\ell=1}^{m_{k}} a_{k \ell} f_{k \ell}, \quad \text { for all } \quad h \in L^{2}(\mathscr{M})
$$

with $a_{k \ell}=\left\langle h, f_{k \ell}\right\rangle_{g}$. In particular, the Parseval identity holds

$$
\|h\|_{L^{2}}^{2}=\sum_{k=0}^{\infty} \sum_{\ell=1}^{m_{k}}\left\langle h, f_{k \ell}\right\rangle_{g}^{2}
$$

By results of Calin-Chang [8] and Mazet-Berger-Gauduchon [29], we may assume that the fundamental solution for the heat operator exists. The following result provides a formula for the fundamental solution on a compact Riemannian manifolds.

Theorem 1.2. Let $\left\{f_{j}: j \in \mathbf{N}\right\}$ be a complete orthonormal system of eigenfunctions for the Laplace operator on the compact Riemannian manifolds $(\mathscr{M}, g)$, such that

$$
\lambda_{0}<\lambda_{1} \leq \lambda_{2} \leq \lambda_{3} \leq \cdots
$$

Then the fundamental solution is given by

$$
\begin{equation*}
K(x, y, t)=\sum_{j=0}^{\infty} e^{-\lambda_{j} t} f_{j}(x) f_{j}(y) \tag{1.1}
\end{equation*}
$$

Proof. Since the system $\left\{f_{j}: j \in \mathbf{N}\right\}$ is an orthonormal basis of the Hilbert space $L^{2}(\mathscr{M})$, we assume the existence of a fundamental solution for fixed $x$ and $t$. Therefore,

$$
K(x, \cdot, t)=\sum_{j=0}^{\infty} \omega_{j}(x, t) f_{j}
$$

where

$$
\omega_{j}(x, t)=\int_{\mathscr{M}} K(x, y, t) f_{j}(y) d v(y)
$$

Differentiating with respect to $t$ yields

$$
\begin{aligned}
\frac{\partial \omega_{j}}{\partial t} & =\int_{\mathscr{M}} \frac{\partial K}{\partial t}(x, y, t) f_{j}(y) d v(y)=\left\langle\frac{\partial K}{\partial t}, f_{j}\right\rangle_{g} \\
& =-\left\langle\Delta_{y} K, f_{j}\right\rangle_{g}=-\left\langle K, \Delta_{y} f_{j}\right\rangle_{g}=-\lambda_{j}\left\langle K, f_{j}\right\rangle_{g}=-\lambda_{j} \omega_{j}
\end{aligned}
$$

Hence, $\frac{\partial \omega_{j}}{\partial t}=-\lambda_{j} \omega_{j}$, where $\omega_{j}(x, t)=\alpha_{j}(x) e^{-\lambda_{j} t}$. The function $\alpha_{j}(x)$ satisfies

$$
\begin{aligned}
\lim _{t \rightarrow 0^{+}} \omega_{j}(x, t) & =\lim _{t \rightarrow 0^{+}} \int_{\mathscr{M}} K(x, y, t) f_{j}(y) d v(y) \\
& =\int_{\mathscr{M}} \delta_{x}(y) f_{j}(y) d v(y)=f_{j}(x)
\end{aligned}
$$

On the left hand side, one has

$$
\lim _{t \rightarrow 0^{+}} \omega_{j}(x, t)=\alpha_{j}(x)
$$

and hence $\alpha_{j}(x)=f_{j}(x)$. Thus, the equation (1.1) is proved.
It is extremely interesting to solve the heat operator with initial data. In other words, given a continuous function $h \in C(\mathscr{M})$, find a function $f \in C^{1,2}(\mathscr{M})$ such that

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\Delta_{y}\right) f & =0 \quad \text { for all } \quad t>0  \tag{1.2}\\
\lim _{t \rightarrow 0^{+}} f(x, t) & =h(x) \quad \text { for all } \quad x \in \mathscr{M}
\end{align*}
$$

Indeed, we have the following theorem.
Proposition 1.1. The solution for the above (1)-(2) initial value problem is given by the formula

$$
\begin{equation*}
f(x, t)=\int_{\mathscr{M}} K(x, y, t) h(y) d v(y) \tag{1.3}
\end{equation*}
$$

where $K(x, y, t)$ is given by (1.1).
Proof. We may prove this proposition by straightforward computation. More precisely,

$$
\begin{aligned}
\frac{\partial f}{\partial t}(x, t) & =\frac{\partial}{\partial t} \int_{\mathscr{M}} \sum_{j=0}^{\infty} e^{-\lambda_{j} t} f_{j}(x) f_{j}(y) h(y) d v(y) \\
& =-\int_{\mathscr{M}} \sum_{j=0}^{\infty} \lambda_{j} e^{-\lambda_{j} t} f_{j}(x) f_{j}(y) h(y) d v(y) .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\Delta_{x} f(x, t) & =\Delta_{x} \int_{\mathscr{M}} \sum_{j=0}^{\infty} e^{-\lambda_{j} t} f_{j}(x) f_{j}(y) h(y) d v(y) \\
& =\int_{\mathscr{M}} \sum_{j=0}^{\infty} e^{-\lambda_{j} t}\left[\Delta_{x} f_{j}(x)\right] f_{j}(y) h(y) d v(y) \\
& =\int_{\mathscr{M}} \sum_{j=0}^{\infty} \lambda_{j} e^{-\lambda_{j} t} f_{j}(x) f_{j}(y) h(y) d v(y)
\end{aligned}
$$

Hence,

$$
\left(\frac{\partial}{\partial t}+\Delta_{y}\right) f=0
$$

We still need to show that $\lim _{t \rightarrow 0^{+}} f(x, t)=h(x)$. Using Property (3) in Definition (1.2) yields

$$
\begin{aligned}
\lim _{t \rightarrow 0^{+}} f(x, t) & =\lim _{t \rightarrow 0^{+}} \int_{\mathscr{M}} K(x, y, t) h(y) d v(y) \\
& =\int_{\mathscr{M}}\left[\lim _{t \rightarrow 0^{+}} K(x, y, t)\right] h(y) d v(y) \\
& =\int_{\mathscr{M}} \delta_{x}(y) h(y) d v(y) \\
& =\left\langle\delta_{x}, h\right\rangle_{g}=h(x) .
\end{aligned}
$$

The proof of this proposition is therefore complete.

## 2. Heat Kernel on Radially Symmetric Spaces

Definition 2.1. A Riemannian manifold $(\mathscr{M}, g)$ is called radially symmetric if for any $x_{0} \in \mathscr{M}$, the geodesic sphere $\mathbb{S}\left(x_{0}, r\right)$ centered at $x_{0}$ with radius $r$ has constant scalar mean curvature. Here the geodesic sphere centered at $x_{0}$ with radius $r$ is defined by

$$
\mathbb{S}\left(x_{0}, r\right)=\left\{\gamma(r): \gamma:\left[0, r\left(x_{0}\right)\right) \rightarrow \mathscr{M}, \gamma(0)=x_{0}, \gamma \text { unit speed geodesic }\right\}
$$

with $0<r<r\left(x_{0}\right)$.
As the geodesics are locally length minimizing curves, the Riemannian distance is measured along the geodesics and it is equal to the arc length parameter $s$,

$$
d\left(x_{0}, \gamma(s)\right)=\text { length }(\gamma)=s
$$

Hence the geodesic sphere can be written as

$$
\mathbb{S}\left(x_{0}, s\right)=\left\{x \in \mathscr{M}: d\left(x_{0}, x\right)=s\right\} .
$$

For example, the Euclidean space $\mathbf{R}^{n}$ with the standard metric is a radially symmetric space. It is known that the fundamental solution in this case is given by

$$
\begin{equation*}
K(x, y, t)=\frac{1}{(4 \pi t)^{\frac{n}{2}}} e^{-\frac{|x-y|^{2}}{4 t}}, \quad t>0 . \tag{2.1}
\end{equation*}
$$

This is a product between the volume function $v(t)=t^{-\frac{n}{2}}$ and an exponential with the exponent $-\frac{|x-y|^{2}}{4 t}=-\frac{1}{2} S$ where $S$ is the classical action between the points $x$ and $y$ within time $t$. We have the following theorem. For detailed discussion, see Calin-Chang [8].

Theorem 2.1. Let $(\mathscr{M}, g)$ be a radially symmetric space about the point $x_{0} \in \mathscr{M}$. Then the fundamental solution for the heat operator is given by

$$
K\left(x_{0}, x, t\right)=C V(t) e^{-\frac{1}{2} S}=C V(t) e^{-\frac{d^{2}\left(x-x_{0}\right)^{2}}{4 t}}
$$

where $V(t)$ is the solution of

$$
V^{\prime}(t)=\frac{1}{2} \Delta S \cdot V(t)
$$

with the condition $\lim _{t \rightarrow 0^{+}} t^{\frac{n}{2}} V(t)=1$ and

$$
C^{-1}=2^{n} \int_{0}^{\infty} e^{-y^{2}} \zeta\left(x_{0}, y\right) d y
$$

with $\zeta$ define by the following equation:

$$
\operatorname{vol}\left[\mathbb{S}\left(x_{0}, 2 \sqrt{t} y\right)\right] \sim 2^{n} t^{\frac{n}{2}} \cdot \zeta\left(x_{0}, y\right), \quad \text { as } \quad t \rightarrow 0^{+}
$$

Although we have Theorem 2.1, however, it is quite complicated to calculate an explicit fundamental solution for the heat operator on a $n$-dimensional Riemannian manifold. The formula (2.1) is a very special case which dealt with a manifold with zero curvature. In this case, the shortest distance between two points $x$ and $y$ is the length of the straight line segment between these two points (which is known as the Euclidean metric). In general, the shortest curve between two points $x$ and $y$ on a manifold $\mathscr{M}$ is known as the geodesic. The length of this curve corresponding to the geodesic distance. Now the problem reduces to see whether we may use Euclidean metric to approximate the geodesic distance. Intuitively, if $x$ and $y$ are very close to each other, then Euclidean metric gives an accurate approximation to the geodesic distance. Or, if $\mathscr{M}$ has very very low curvature and is close to flat globally. Otherwise, Euclidean and geodesic distance can be dramatically different. The accuracy of Euclidean metric in small neighborhood has been exploited to develop algorithms for approximating geodesic distances via graph distances. As we have seen before such approached define a weighted graph in which edges connect neighbors and weights correspond to the Euclidean metric. The approximated geodesic distance is the shortest curve on this graph (see [32, 36, 38]).

As we mentioned above, using Euclidean metric within local neighborhoods, we need to keep neighborhoods small to control the global approximation error. This creates problems when the density $\rho$ of the data points is not uniform over $\mathscr{M}$ but instead is larger in certain regions than others. One obvious way is to improve the local Euclidean approximation while continuing to rely on graph distance algorithms. As we can expected, a better local approximation leads to better global approximation error. That is a reason we use another local distance estimator, which has the advantage of providing a simple and transparent modification of Euclidean metric to incorporate curvature. In this paper, we consider the curvature of $\mathscr{M}$ is positive. Then a good candidate to approximate the manifold $\mathscr{M}$ in a local neighborhood using spheres. Using spheres has the almost unique features of both accounting for positive curvature and having the geodesic distance between any two points in a simple closed form. Since we are interested in a smooth compact Riemannian manifold with Riemannian metric $g$, we need to concentrate on the model case when $\mathscr{M}=\mathbb{S}^{n}$.
2.1. Heat kernel on $\mathbb{S}^{1}$. We start with the simplest case $n=1$. Under some convergence and regularity conditions on the function $\psi$, we have the following famous summation formula, called Poisson's summation formula (see Lawden [22]):

$$
\sum_{n=-\infty}^{\infty} \psi(x+2 n \pi)=\frac{1}{2 \pi} \sum_{k=-\infty}^{\infty} e^{i k x} \int_{-\infty}^{+\infty} e^{-i k y} \psi(y) d y
$$

As a consequence, we have the next result regarding the theta-function:

$$
\theta_{3}(x \mid \tau)=1+2 \sum_{n=1}^{\infty} e^{i \pi n^{2} \tau} \cos (2 n x)
$$

The result deals with the case of the $\theta_{3}$-function, but similar transformation formulas work for the other theta-functions.

## Lemma 2.1. (Jacobi's transformation for $\theta_{3}$ )

If $\tilde{t}=-\frac{1}{t}$, we have

$$
\begin{equation*}
\theta_{3}(z \mid \tilde{t})=\sum_{n=-\infty}^{\infty} e^{\frac{i z^{2}}{t}} \theta_{3}(t z \mid t) \tag{2.2}
\end{equation*}
$$

where the third Jacobi theta-function is defined by

$$
\begin{equation*}
\theta_{3}(z \mid t)=(-i t)^{\frac{1}{2}} e^{i \pi n^{2} t+2 \pi z 2 n i z} \tag{2.3}
\end{equation*}
$$

Proof. In fact, we note that we may write the theta-function $\theta_{3}$ as

$$
\theta_{3}(x \mid t)=e^{\frac{z^{2}}{i \pi t}} \sum_{n=-\infty}^{\infty} e^{\frac{i t}{4 \pi}(u+2 n \pi)^{2}}
$$

with $u=\frac{2 z}{t}$. Applying Poisson's summation formula with $f(u)=e^{\frac{i t u^{2}}{4 \pi}}$ yields

$$
\begin{aligned}
\theta_{3}(x \mid t) & =\frac{1}{2 \pi} e^{\frac{z^{2}}{i \pi t}} \sum_{k=-\infty}^{\infty} e^{i k u} \int_{-\infty}^{+\infty} e^{i \frac{i x^{2}}{4 \pi}-i k y} d y \\
& =\frac{1}{2 \pi} e^{\frac{z^{2}}{i \pi t}} \sum_{k=-\infty}^{\infty} 2 \pi \cdot e^{i k u}(-i t)^{-\frac{1}{2}} e^{-\frac{i \pi k^{2}}{t}} \\
& =(-i t)^{-\frac{1}{2}} e^{\frac{z^{2}}{i \pi t}} \theta_{3}\left(\frac{z}{t} \left\lvert\,-\frac{1}{t}\right.\right) .
\end{aligned}
$$

Replacing $z$ by $t z$ yields (2.2) and we finish the proof of the lemma.
Now we shall compute the heat kernel for the Laplacian on the unit circle $\mathbb{S}^{1}$ using Jacobi's transformation. If $\omega$ is the arc length on the unit circle, the eigenfunctions of $\frac{1}{2} \frac{d^{2}}{d \omega^{2}}$ on the circle $\mathbb{S}^{1}$ satisfy

$$
\frac{1}{2} \frac{d^{2}}{d \omega^{2}} u_{k}=\lambda_{k} u_{k}
$$

where $\lambda_{k}=-\frac{k^{2}}{2}$ and $u_{k}(\omega)=c_{k} e^{i k \omega}$. The constant $c_{k}$ can be computed from the orthonormality condition

$$
1=\int_{-\pi}^{+\pi} u_{k}(\omega) \overline{u_{k}(\omega)} d \omega=2 \pi c_{k}^{2}
$$

Hence, $c_{k}=\frac{1}{\sqrt{2 \pi}}$. The functions $u_{k}(\omega)=\frac{e^{i k \omega}}{\sqrt{2 \pi}}$ form a complete orthonormal system on $L^{2}\left(\mathbb{S}^{1}, d \omega\right)$. Thus, the heat kernel for $\frac{1}{2} \frac{d^{2}}{d \omega^{2}}$ on the circle $\mathbb{S}^{1}$ is given by

$$
\begin{aligned}
K_{1}\left(\omega_{0}, \omega ; \tau\right) & =\sum_{k=0}^{\infty} e^{-\frac{k^{2} \tau}{2}} u_{k}(\omega) \bar{u}_{k}\left(\omega_{0}\right)=\frac{1}{2 \pi} \sum_{k=0}^{\infty} e^{-\frac{k^{2} \tau}{2}} e^{i k\left(\omega-\omega_{0}\right)} \\
& =\frac{1}{2 \pi} \sum_{k=0}^{\infty} e^{-\frac{k^{2} \tau}{2}+i k\left(\omega-\omega_{0}\right)}=\frac{1}{2 \pi} \theta_{3}\left(\left.\frac{\left(\omega-\omega_{0}\right.}{2} \right\rvert\, \frac{i \tau}{2 \pi}\right)
\end{aligned}
$$

by the definition of the theta-function $\theta_{3}$ given in (2.3). Defining

$$
z=\frac{\omega-\omega_{0}}{2}, \quad \tilde{t}=\frac{i \tau}{2 \pi}=-\frac{1}{t}, \quad t=\frac{2 \pi i}{\tau}
$$

Now the Jacobi's transformation formula provides

$$
\begin{aligned}
K_{1}\left(\omega_{0}, \omega ; \tau\right) & =\frac{1}{2 \pi} \theta_{3}\left(\left.\frac{\omega-\omega_{0}}{2} \right\rvert\, \frac{i \tau}{2 \pi}\right)=\frac{1}{2 \pi} \theta_{3}(z \mid \tilde{t}) \\
& =\frac{1}{2 \pi}(-i t)^{\frac{1}{2}} e^{\frac{i z^{2}}{\pi}} \theta_{3}(t z \mid t) \\
& =\frac{1}{\sqrt{2 \pi \tau}} e^{-\frac{\left(\omega-\omega_{0}\right)^{2}}{2 \tau}} \theta_{3}\left(\left.\frac{i \pi}{\tau}\left(\omega-\omega_{0}\right) \right\rvert\, \frac{2 \pi i}{\tau}\right) .
\end{aligned}
$$

The above formula is the same as the result that derived by Hamiltonian formalism.
2.2. Heat kernel on $\mathbb{S}^{2}$. Now we turn to the heat kernel for the Laplacian on the sphere $\mathbb{S}^{2}=$ $\left\{x \in \mathbf{R}^{3}:|x|=1\right\}$. In this case, the Laplacian is given in the spherical coordinates as follows:

$$
\Delta_{\mathbb{S}^{2}}=\frac{1}{\sin \phi_{1}} \frac{\partial}{\partial \phi_{1}}\left(\sin \phi_{1} \cdot \frac{\partial}{\partial \phi_{1}}\right)+\frac{1}{\left(\sin \phi_{1}\right)^{2}} \frac{\partial^{2}}{\partial \phi_{2}^{2}}
$$

with $\phi_{1} \in(0, \pi), \phi_{2} \in[0,2 \pi)$, The eigenfunctions are given by the spherical harmonics

$$
Y_{m}^{k}\left(\phi_{1}, \phi_{2}\right)=c_{m, k} P_{m}^{|k|}\left(\cos \phi_{1}\right) e^{i k \phi_{2}}
$$

where $m \in \mathbf{Z}_{+}$and $k \in\{0, \pm 1, \pm 2, \ldots, \pm m\} . P_{m}|k|$ denotes the Legendre function of order $m$ which can be defined by the following generating formula

$$
\sum_{m=0}^{\infty} P_{m}(x) y^{m}=\frac{1}{\sqrt{1-2 x y+y^{2}}}
$$

Since

$$
\Delta_{\mathbb{S}^{2}} Y_{m}^{k}=-m(m+1) Y_{m}^{k}
$$

the eigenvalue corresponding to $Y_{m}^{k}$ is $\lambda_{m}^{k}=-m^{2}-m$; see, for instance [20]. The heat kernel is given by

$$
\begin{aligned}
& K_{2}\left(\phi_{1}^{(0)}, \phi_{2}^{(0)} ; \phi_{1}, \phi_{2} ; t\right) \\
= & \sum e^{\lambda_{m}^{k} t} Y_{m}^{k}\left(\phi_{1}, \phi_{2}\right) \bar{Y}_{m}^{k}\left(\phi_{1}^{(0)}, \phi_{2}^{(0)}\right) \\
= & \sum_{m, k} c_{m, k}^{2} e^{-m(m+1) t} e^{i k\left(\phi_{2}-\phi_{2}^{(0)}\right)} P_{m}^{k}\left(\cos \phi_{1}\right) P_{m}^{k}\left(\cos \phi_{1}^{(0)}\right) \\
= & \sum_{m=0}^{\infty} e^{-m(m+1) t} \cdot \sum_{k=-m}^{m} c_{m, k}^{2} e^{i k\left(\phi_{2}-\phi_{2}^{(0)}\right)} P_{m}^{k}\left(\cos \phi_{1}\right) P_{m}^{k}\left(\cos \phi_{1}^{(0)}\right) .
\end{aligned}
$$

A neater formulas can be obtained if the kernel is represented in terms of the angle $v$ between the points $x_{0}$ and $x$ given by $v=\cos ^{-1}\left(\left\langle x_{0}, x\right\rangle\right)$. Even if the inverse cosine function is multivalued, since the heat kernel is an even, $2 \pi$-periodic function of $v$, we may use any value of $v$ with $\cos v=\left\langle x_{0}, x\right\rangle$. Now the heat kernel can be written as

$$
K_{2}\left(x_{0}, x ; t\right)=\frac{e^{\frac{t}{4}}}{2^{\frac{3}{2}} \pi t} \int_{v}^{\pi} \frac{1}{\sqrt{\cos v-\cos \eta}} \cdot \sum_{n=-\infty}^{\infty}(-1)^{n}(\eta-2 \pi n) e^{-\frac{1}{2 t}(v-2 \pi n)^{2}} d \eta
$$

Remark. We may study the heat kernel for Laplacian on the unit sphere $\mathbb{S}^{3}=\left\{x \in \mathbf{R}^{4}:|x|=1\right\}$ also. In this case, using spherical coordinates, the Laplace-Beltrami operator can be written as

$$
\Delta_{\mathbb{S}^{3}}=\frac{\partial^{2}}{\partial \phi_{1}^{2}}+\cot \phi_{1} \cdot \frac{\partial}{\partial \phi_{1}}+\frac{1}{\left(\sin \phi_{1}\right)^{2}}\left(\frac{\partial^{2}}{\partial \phi_{1}^{2}}+\frac{\partial^{2}}{\partial \phi_{2}^{2}}-2 \cos \phi_{1} \cdot \frac{\partial^{2}}{\partial \phi_{2} \partial \phi_{3}}\right)
$$

We may use a similar method to construct the heat for $\Delta_{\mathbb{S}^{3}}$. The kernel has the following form:

$$
\begin{equation*}
K_{3}\left(x_{0}, x ; t\right)=\frac{1}{(4 \pi t)^{\frac{3}{2}}} \frac{d}{\sin d} e^{t} e^{-\frac{d^{2}}{4 t}}, \tag{2.4}
\end{equation*}
$$

where $d=d_{\mathbb{S}^{3}}\left(x_{0}, x\right)$ is the Riemannian metric on the sphere $\mathbb{S}^{3}$ which is induced by the Euclidean distance in $\mathbf{R}^{4}$ to the sphere. The kernel $K\left(x_{0}, x ; t\right)$ in (2.4) was first computed by Schulman [31] when $\mathscr{M}=S U(2)$. He also conjectured that the formula (2.4) works in general for Lie groups. However, from results we calculated above for $\mathbb{S}^{n}$ when $n=1,2,3$, it seems to us that the heat kernels for odd dimensional sphere have more compact form than even dimensional spheres. That is the goal for the next secion.
2.3. Recurrence relations for parametrix of heat operator on $\mathbb{S}^{n}$. In this case, the Laplace operator $\Delta=d^{*} d$ acting on functions on the standard $n$-sphere $\left(\mathbb{S}^{n}, g\right)$ with curvature 1 where $d$ is the exterior differential and $d^{*}$ is its formal adjoint. We consider the fundamental solution $P_{n}$ associated to the heat equation with initial condition

$$
\left(\frac{\partial}{\partial t}+\Delta\right) f=0, \quad f(x, 0)=f_{0}
$$

Since the sphere is invariant under the rotation group, we know that the kernel depends only on $t$ and the "distance" $d(x, y)$ of two points $x$ and $y$ on $\mathbb{S}^{n}$. Here we are interested when $d(x, y)$ is small. Let us take $0<\theta<\frac{\pi}{2}$ and consider smooth functions on $(0, \infty) \times[0, \theta)$. In the normal coordinates $\mathbf{n}$ at a point, the distance $d(x, y)$ is given by

$$
d(x, y)=\cos ^{-1}\left(\cos (|\mathbf{n}(x)|) \cdot \cos (|\mathbf{n}(y)|)+\langle\mathbf{n}(x), \mathbf{n}(y)\rangle_{g} \frac{\sin (|\mathbf{n}(x)|)}{|\mathbf{n}(x)|} \frac{\sin (|\mathbf{n}(y)|)}{|\mathbf{n}(y)|}\right)
$$

where $\langle\mathbf{n}(x), \mathbf{n}(y)\rangle_{g}$ is the inner product of the sphere induced by the Riemannian metric $g$, To simplify our calculation, we assume the $g$ is the metric induced by the Euclidean metric in $\mathbf{R}^{n}$ to the sphere $\mathbb{S}^{n}$. Thus the behavior of derivatives of the heat kernel $P_{n}(t, d(x, y))$ can be explicitly described in terms of this "distance" $d$ by elementary functions up to exponential decay error terms. For more detailed discussion, see Nagase [30]. In other words, take small $\theta>0$. Then
for $0<t \leq 1$ and $d=d(x, y)<\theta$, one has

$$
\begin{align*}
K_{n}(t, d) & =p_{n}(t, d)+\mathscr{O}_{\infty}\left(e^{-\frac{1}{t}}\right), \\
K_{n+2}(t, d) & =\frac{e^{n t}}{2 \pi}\left(-\frac{1}{\sin d} \frac{\partial}{\partial d}\right) K_{n}(t, d)+\mathscr{O}_{\infty}\left(e^{-\frac{1}{t}}\right),  \tag{2.5}\\
K_{n+1}(t, d) & =\sqrt{2} \int_{d}^{\theta} \frac{e^{-(2 n+1) t / 4} K_{n+2}(t, \eta) \sin \eta}{(\cos d-\cos \eta)^{\frac{1}{2}}} d \eta+\mathscr{O}_{\infty}\left(e^{-\frac{1}{t}}\right) .
\end{align*}
$$

Here $\mathscr{O}_{\infty}\left(e^{-\frac{1}{t}}\right)$ is a quantity, for any $k$, whose $k$ times derivative by $d$ can be estimated as $\mathscr{O}_{\infty}\left(e^{-\frac{\varepsilon_{k}}{t}}\right)$ with some positive constant $\varepsilon$. Furthermore, the three heat kernels in (2.5) can be expressed roughly by a finite series of smooth functions. If $n=2 m+1$, then we know from classical result that

$$
\begin{align*}
p_{2 m+1}(t, d) & =\frac{e^{m^{2} t}}{(2 \pi)^{m}(4 \pi t)^{\frac{1}{2}}}\left(\frac{-1}{\sin d} \frac{\partial}{\partial d}\right)^{m} e^{-\frac{d^{2}}{4 t}} \\
& =\frac{e^{-\frac{d^{2}}{4 t}+\frac{(n-1)^{2} t}{4}}}{(4 \pi t)^{\frac{n}{2}}} \sum_{j=0}^{m-1} t^{j} p_{2 m+1, j}\left(d^{2}\right), \tag{2.6}
\end{align*}
$$

with $p_{2 m+1, j}(\xi) \in C^{\infty}\left(-\theta^{2}, \theta^{2}\right), j=0,1,2, \ldots$. Now let us turn to the case $n=2 m+2$, then we know that (see [30]):

$$
\begin{align*}
p_{2 m+2}(t, d) & =\frac{e^{\frac{(2 m+1)^{2} t}{4}}}{2(2 \pi)^{m+\frac{3}{2}} t^{\frac{3}{2}}}\left(\frac{-1}{\sin d} \frac{\partial}{\partial d}\right)^{m} \int_{d}^{\theta} \frac{\eta e^{-\frac{\eta^{2}}{4 t}}}{(\cos d-\cos \eta)^{\frac{1}{2}}} d \eta  \tag{2.7}\\
& =\frac{e^{\frac{(2 m+1)^{2} t}{4}}}{2(2 \pi)^{m+\frac{3}{2}} t^{\frac{3}{2}}} \int_{d}^{\theta}(\cos d-\cos \eta)^{\frac{1}{2}}\left(\frac{\partial}{\partial \eta} \frac{-1}{\sin \eta}\right)^{m+1} \eta e^{-\frac{\eta^{2}}{4 t}} d \eta+\mathscr{O}_{\infty}\left(e^{-\frac{1}{t}}\right)
\end{align*}
$$

In fact, equation (2.8) can be written roughly by a finite series of smooth functions plus acceptable error term either:

$$
\begin{equation*}
p_{2 m+2}(t, d)=\frac{e^{-\frac{d^{2}}{4 t}+\frac{(n-1)^{2} t}{4}}}{(4 \pi t)^{\frac{n}{2}}}\left[\sum_{j=0}^{N} t^{j} p_{2 m+2, j}\left(d^{2}\right)+\mathscr{O}_{\infty}\left(d^{N}\right)\right], \tag{2.8}
\end{equation*}
$$

with $p_{2 m+2, j}(\xi) \in C^{\infty}\left(-\theta^{2}, \theta^{2}\right), j=0,1,2, \ldots$
Let us prove that (2.7) implies (2.8). We start with

$$
\begin{aligned}
& (\cos d-\cos \eta)^{\frac{1}{2}}\left(\frac{\partial}{\partial \eta} \frac{-1}{\sin \eta}\right)^{m+1} \eta e^{-\frac{\eta^{2}}{4 t}} \\
= & \frac{1}{\sqrt{2}}\left(\eta^{2}-d^{2}\right)^{\frac{1}{2}}\left(\frac{\sin \left(\frac{d+\eta}{2}\right.}{\frac{d+\eta}{2}}\right)^{\frac{1}{2}}\left(\frac{\sin \left(\frac{d-\eta}{2}\right)}{\left.\frac{d-\eta}{2}\right)}\right)^{\frac{1}{2}}\left(\frac{\partial}{\partial \eta} \frac{-1}{\sin \eta}\right)^{m+1} \eta e^{-\frac{\eta^{2}}{4 t}} \\
= & \sum_{j=0}^{m+1} t^{-j} \eta e^{-\frac{\eta^{2}}{4 t}}\left(\eta^{2}-d^{2}\right)^{\frac{1}{2}} W_{j}\left(\eta^{2}, d^{2}\right)
\end{aligned}
$$

where $W_{j}(\mu, v) \in C^{\infty}\left(\left(-\theta^{2}, \theta^{2}\right) \times\left(-\theta^{2}, \theta^{2}\right)\right)$.

It follows that

$$
\begin{align*}
& \int_{d}^{\theta}(\cos d-\cos \eta)^{\frac{1}{2}}\left(\frac{\partial}{\partial \eta} \frac{-1}{\sin \eta}\right)^{m+1} \eta e^{-\frac{\eta^{2}}{4 t}} d \eta \\
= & e^{-\frac{d^{2}}{4 t}} \sum_{j=1}^{m+1} t^{-j} \int_{d}^{\theta} \eta e^{-\frac{\eta^{2}-d^{2}}{4 t}}\left(\eta^{2}-d^{2}\right)^{\frac{1}{2}} W_{j}\left(\eta^{2}, d^{2}\right) d \eta  \tag{2.9}\\
= & e^{-\frac{d^{2}}{4 t}} 4 t^{\frac{3}{2}} \sum_{j=1}^{m+1} t^{-j} \int_{d}^{\frac{\theta^{2}-d^{2}}{4 t}} e^{-\xi} \xi^{\frac{1}{2}} W_{j}\left(4 t \xi+d^{2}, d^{2}\right) d \eta
\end{align*}
$$

Now we have

$$
\begin{aligned}
& \frac{(4 \pi t)^{m+1} e^{\frac{d^{2}}{4 t}}}{(2 \pi)^{m+\frac{3}{2}} t^{\frac{3}{2}}} \int_{d}^{\theta}(\cos d-\cos \eta)^{\frac{1}{2}}\left(\frac{\eta}{2 t \sin \eta}\right)^{m+1} \eta e^{-\frac{\eta^{2}}{4 t}} d \eta \\
= & \left.\frac{1}{\sqrt{\pi}} \int_{0}^{\frac{\theta^{2}-d^{2}}{4 t}} e^{-\xi} \xi^{\frac{1}{2}} d \xi \cdot\left(\frac{\sin \left(\frac{d+\eta}{2}\right.}{\frac{d+\eta}{2}}\right)^{\frac{1}{2}}\left(\frac{\sin \left(\frac{d-\eta}{2}\right)}{\left.\frac{d-\eta}{2}\right)}\right)^{\frac{1}{2}}\left(\frac{\eta}{\sin \eta}\right)^{m+1}\right|_{\eta=\left(4 t \xi+d^{2}\right)^{1 / 2}}+\mathscr{O}(t) \\
\rightarrow & \left.\frac{1}{\sqrt{\pi}} \int_{0}^{\infty} e^{-\xi} \xi^{\frac{1}{2}} d \xi \cdot\left(\frac{\sin \left(\frac{d+\eta}{2}\right.}{\frac{d+\eta}{2}}\right)^{\frac{1}{2}}\left(\frac{\sin \left(\frac{d-\eta}{2}\right)}{\left.\frac{d-\eta}{2}\right)}\right)^{\frac{1}{2}}\left(\frac{\eta}{\sin \eta}\right)^{m+1}\right|_{\eta=d} \text { as } t \rightarrow 0^{+} \\
= & \frac{1}{\sqrt{\pi}} \int_{0}^{\infty} e^{-\xi} \xi^{\frac{1}{2}} d \xi \cdot\left(\frac{\sin d}{d}\right)^{\frac{1}{2}}\left(\frac{d}{\sin d}\right)^{m+1}=\left(\frac{d}{\sin d}\right)^{m+\frac{1}{2}}
\end{aligned}
$$

Since $m=\frac{n}{2}-1$, hence we have,

$$
\begin{equation*}
p_{2 m+1,0}\left(d^{2}\right)=\lim _{t \rightarrow 0^{+}}(4 \pi t)^{\frac{n}{2}} \cdot e^{\frac{d^{2}}{4 t}-\frac{(n-1)^{2} t}{4}} \cdot p_{n}(t, d)=\left(\frac{d}{\sin d}\right)^{\frac{n-1}{2}} \tag{2.10}
\end{equation*}
$$

Now we are in a position to show that $p_{n}(t, d)$ is a parametrix of the initial value problem for the heat operator (1.2). We have the following theorem.

Theorem 2.2. Let $\theta>0$ be a small positive number. Then for $0<t \leq 1$ and $d=d(x, y)<\theta$, one has
(a). $\left(\frac{\partial}{\partial d}\right)^{m} p_{n}(t, d)=\mathscr{O}\left(t^{-\frac{n}{2}-\frac{m}{2}} e^{-\frac{d^{2}}{5 t}}\right)$ for all $m \in \mathbf{Z}_{+}$,
(b). $\left(\frac{\partial}{\partial t}+\Delta\right) p_{n}(t, d)=\mathscr{O}_{\infty}\left(e^{-\frac{1}{t}}\right)$.

Moreover, we have

$$
\lim _{t \rightarrow 0^{+}} \int_{\mathbb{S}^{n}} p_{n}(t, d(x, y)) f(y) d v(y)=f(x)
$$

for $f \in C^{\infty}$ with $\operatorname{supp}(f) \subset\left\{y \in \mathbb{S}^{n}: d(x, y)<\theta\right\}$.

## 3. SubRiemannian Manifolds and Subelliptic Operators

In the second part of the paper, we turn to subRiemannian cases. SubRiemannian geometry is proved to play an important role in many applications, e.g., in mathematical physics, geometric mechanics, robotics, tomography, neurosystems, and control theory. This geometry enjoys major differences from the Riemannian being a generalization of the latter at the same time, e.g.,
the notion of geodesic and length minimizer do not coincide even locally, the Hausdorff dimension is larger than the topological dimension of the manifold and the exponential map is never a local diffeomorphism. There exists a large amount of literature developing subRiemannian geometry. Once again, we refer readers to references are [2, 7, 28, 33] for detailed discussions.

The interest to odd-dimensional spheres comes first of all from finite dimensional quantum mechanics modeled over the Hilbert space $\mathbf{C}^{n}$ where the dimension $n$ is the number of energy levels and the normalized state vectors form the sphere $\mathbb{S}^{2 n-1} \subset \mathbf{C}^{n}$. The problem of controlled quantum systems is basically the problem of controlled spin systems, which is reduced to the left- or right-invariant control problem on the Lie group $S U(n)$. In other words, these are problems of describing the subRiemannian structure of $\mathbb{S}^{2 n-1}$ and the subRiemannian geodesics, see e.g., [5, 28]. The special case $n=2$ is well studied and the subRiemannian structure is related to the classical Hopf fibration, see, e.g., [34, 35]. At the same time, the subRiemannian structure of $\mathbb{S}^{3}$ comes naturally from the non-commutative group structure of $S U(2)$ in the sense that two vector fields span the smoothly varying distribution of the tangent bundle, and their commutator generates the missing direction. The missing direction coincides with the Hopf vector field corresponding to the Hopf fibration. The subRiemannian geometry on $\mathbb{S}^{3}$ was studied in [10, 21, 17]. Explicit formulas for geodesics were obtained in [12] by solving the corresponding Hamiltonian system, in [21] from a variational equation, in [6] by applying the structure of the principle $\mathbb{S}^{1}$-bundle. One of the important helping properties of odd-dimensional spheres is that there always exists at least one globally defined non-vanishing vector field.

Observe that $\mathbb{S}^{3}$ is compact and many properties and results of subRiemannian geometry differ from the standard nilpotent case, e.g., Heisenberg group or Engel group. In the case $\mathbb{S}^{2 n-1}, n>2$, we have no group structure and the main tool is the global action of the group $U(1)$. For example, in our paper we explicitly show that any two points of $\mathbb{S}^{3}$ can be connected with an infinite number of geodesics.

Because of important applications, we start our paper with the description of $n$-level quantum systems and motivation given by Berry phases. Further we continue with general formulas for geodesics. Then we concentrate our attention on the geodesic boundary value problem finding all subRiemannian geodesics between two given points. In the case of $\mathbb{S}^{2 n-1}$ we solve it for the points of the fiber and for $\mathbb{S}^{3}$ we solve it for arbitrary two points. The Carnot-Carathéodory distance is calculated.

Now let us give more detailed discussion on this subject. Let $\mathscr{M}_{n}$ be an $n$-dimensional, smooth connected manifold, together with a smooth distribution $\mathscr{H} \subset T \mathscr{M}_{n}$ of rank $2 \leq k<n$. Such vector bundles are often called horizontal. An absolutely continuous curve $\gamma:[0,1] \rightarrow \mathscr{M}_{n}$ is called horizontal if $\dot{\gamma}(s) \in \mathscr{H}$ a.e.

Define the following real vector bundles

$$
\mathscr{H}^{1}=\mathscr{H}, \quad \mathscr{H}^{k+1}=\left[\mathscr{H}^{k}, \mathscr{H}\right]+\mathscr{H}^{k} \quad \text { for } k \geq 1
$$

which naturally give rise to the flag

$$
\mathscr{H}=\mathscr{H}^{1} \subseteq \mathscr{H}^{2} \subseteq \mathscr{H}^{3} \subseteq \ldots
$$

Then we say that a distribution satisfy bracket generating condition if $\forall x \in \mathscr{M}_{n} \exists k(x) \in \mathbb{Z}_{+}$ such that

$$
\begin{equation*}
\mathscr{H}_{x}^{k(x)}=T_{x} \mathscr{M}_{n} \tag{3.1}
\end{equation*}
$$

If the dimensions $\operatorname{dim} \mathscr{H}_{x}^{k}$ do not depend on $x$ for any $k \geq 1$, we say that $\mathscr{H}$ is a regular distribution. The least $k$ such that (3.1) is satisfied is called the step of $\mathscr{H}$.

The following classical result shows the precise relation between the notion of path-connectedness by means of horizontal curves and the assumption that $\mathscr{H}$ is a bracket generating distribution, (see Chow [14]).

Theorem 3.1. (Chow's Theorem) Given any two points $A, B \in \mathscr{M}_{n}$, there is a piecewise $C^{1}$ horizontal curve $\gamma:[0, \tau] \rightarrow \mathscr{M}_{n}$ :

$$
\gamma(0)=A, \gamma(\tau)=B
$$

and

$$
\dot{\gamma}(s)=\sum_{k=1}^{m} a_{k}(s) X_{k} .
$$

Here $\left\{X_{1}, \ldots, X_{m}\right\}$ is a basis for the regular distribution $\mathscr{H}$.
Definition 3.1. A subRiemannian structure over a manifold $\mathscr{M}_{n}$ is a pair $(\mathscr{H},\langle\cdot, \cdot\rangle)$, where $\mathscr{H}$ is a bracket generating distribution and $\langle\cdot, \cdot\rangle$ a fiber inner product defined on $\mathscr{H}$. In this setting, the length of an absolutely continuous horizontal curve $\gamma:[0,1] \rightarrow \mathscr{M}_{n}$ is

$$
\ell(\gamma):=\int_{0}^{1}\|\dot{\gamma}(s)\| d s=\int_{0}^{1} \sqrt{a_{1}^{2}(s)+\cdots+a_{m}^{2}(s)} d s
$$

where $\|\dot{\gamma}(s)\|^{2}=\langle\dot{\gamma}(s), \dot{\gamma}(s)\rangle$ whenever $\dot{\gamma}(s)$ exists. The triple $\left(\mathscr{M}_{n}, \mathscr{H},\langle\cdot, \cdot\rangle\right)$ is called subRiemannian manifold.

The shortest length $d_{c c}(A, B)$ is called a Carnot-Carathéodory distance between $A, B \in \mathscr{M}_{n}$ which is given by

$$
d_{c c}(A, B):=\inf \ell(\gamma),
$$

where the infimum is taken over all absolutely continuous horizontal curves joining $A$ and $B$.
The following theorem in topology gives a very strong restriction on the problem of finding globally defined subRiemannian structures over spheres.

Theorem 3.2. (Adams' Theorem [1]) Let $\mathbb{S}^{n-1}=\left\{x \in \mathbf{R}^{n}:\|x\|^{2}=1\right\}$ be the unit sphere in $\mathbf{R}^{n}$, with respect to the usual Euclidean norm $\|\cdot\|$. Then $\mathbb{S}^{n-1}$ has precisely $\rho(n)-1$ linearly independent, globally defined and non vanishing vector fields, where $\rho(n)$ is defined in the following way: if

$$
n=(2 a+1) 2^{b}, \quad \text { and } \quad b=c+4 d
$$

where $0 \leq c \leq 3$, then $\rho(n)=2^{c}+8 d$.
The condition that a manifold $\mathscr{M}_{n}$ has maximal number of linearly independent globally defined non-vanishing vector fields is usually rephrased as saying that $\mathscr{M}_{n}$ is parallelizable. It was proved by Bott and Milnor that $\mathbb{S}^{n}$ is a parallelizable sphere only when $n=1,3,7$. It is impossible to find a globally defined basis for bracket generating distributions, except for $\mathbb{S}^{3}$ and $\mathbb{S}^{7}$. The fact that $\mathbb{S}^{3}$ and $\mathbb{S}^{7}$ can be considered as the unit spheres in quaternions and octonions.

## 4. $\mathbb{S}^{3}$ as a SubRiemannian Manifold

The unit 3-sphere centered at the origin is the set of $\mathbf{R}^{4}$ defined by

$$
\mathbb{S}^{3}=\left\{\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \in \mathbf{R}^{4}: x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}=1\right\} .
$$

It is often convenient to regard $\mathbf{R}^{4}$ as the space with two complex dimensions $\mathbf{C}^{2}$ or the quaternions $\mathbb{H}$. The unit 3 -sphere is then given by

$$
\mathbb{S}^{3}=\left\{\left(z_{1}, z_{2}\right) \in \mathbb{C}^{2}:\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}=1\right\} \quad \text { or } \quad \mathbb{S}^{3}=\left\{q \in \mathbb{H}:|q|^{2}=1\right\}
$$

The last description represents the sphere $\mathbb{S}^{3}$ as a set of unit quaternions and (as the set of unit complex number) it can be considered as a group $S p(1)$, where the group operation is just a multiplication of quaternions. The group $S p(1)$ is a three-dimensional Lie group, isomorphic to the Lie group $S U(2)$ by the isomorphism $\mathbb{C}^{2} \ni\left(z_{1}, z_{2}\right) \rightarrow q \in \mathbb{H}$. The unitary group $S U(2)$ is the group of matrices

$$
\left(\begin{array}{cc}
z_{1} & z_{2} \\
-\bar{z}_{2} & \bar{z}_{1}
\end{array}\right), \quad z_{1}, z_{2} \in \mathbb{C}, \quad\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}=1
$$

where the group law is given by the multiplication of matrices. Identify $\mathbf{R}^{3}$ with pure imaginary quaternions. The conjugation $q h \bar{q}$ of a pure imaginary quaternion $h$ by a unit quaternion $q$ defines a rotation in $\mathbf{R}^{3}$ and since $|q h \bar{q}|=|h|$, the $\operatorname{map} h \mapsto q h \bar{q}$ defines a two-to-one homomorphism $S p(1) \rightarrow S O(3)$. The Hopf map $\pi: \mathbb{S}^{3} \rightarrow \mathbb{S}^{2}$ can be defined by

$$
\mathbb{S}^{3} \ni q \mapsto q i \bar{q}=\pi(q) \in \mathbb{S}^{2}
$$

The Hopf map defines a principle circle bundle also known as the Hopf bundle. Topologically $\mathbb{S}^{3}$ is a compact, simply-connected, 3-dimensional manifold without boundary.


Figure 1. The Hopf fibration can be visualized using a stereographic projection of $\mathbb{S}^{3}$ into $\mathbf{R}^{3}$.

We mentioned only the small part of properties of the unit 3-sphere that find numerous applications in complex geometry, topology, group theory, mathematical physics and others branches of mathematics. In the present paper we give a new emphasis to the unit 3-sphere, considering it as a subRiemannian manifold. The subRiemannian structure comes naturally from the noncommutative group structure of the sphere in a sense that two vector fields spans the smoothly varying distribution of the tangent bundle and their commutator generates the missing direction. The subRiemannian metric is defined as a restriction of the Euclidean inner product from $\mathbf{R}^{4}$ to the distribution. The present paper devoted to the description of the subRiemannian geodesics on the sphere. The subRiemannian geodesics are defined as a projection into the manifold of the solution to the corresponding Hamiltonian system. We give the explicit formulae using the
different parametrization and discuss the number of geodesics starting from the unity of the group.
4.1. Left-invariant vector fields and the horizontal distribution. To calculate the left invariant vector fields we use the definition of $\mathbb{S}^{3}$ as a set of unit quaternions equipped with the following noncommutative multiplication: let $x=\left(x_{1}, x_{2}, x_{3}, x_{4}\right), y=\left(y_{1}, y_{2}, y_{3}, y_{4}\right)$, then

$$
\begin{align*}
x \circ y= & \left(x_{1}, x_{2}, x_{3}, x_{4}\right) \circ\left(y_{1}, y_{2}, y_{3}, y_{4}\right) \\
= & \left(\left(x_{1} y_{1}-x_{2} y_{2}-x_{3} y_{3}-x_{4} y_{4}\right),\left(x_{2} y_{1}+x_{1} y_{2}-x_{4} y_{3}+x_{3} y_{4}\right)\right.  \tag{4.1}\\
& \left.\left(x_{3} y_{1}+x_{4} y_{2}+x_{1} y_{3}-x_{2} y_{4}\right),\left(x_{4} y_{1}-x_{3} y_{2}+x_{2} y_{3}+x_{1} y_{4}\right)\right) .
\end{align*}
$$

The law (4.1) gives us the left translation $L_{x}(y)$ of an element $y=\left(y_{1}, y_{2}, y_{3}, y_{4}\right)$ by an element $x=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$. The left-invariant basis vector fields are defined as $X(x)=\left(L_{x}(y)\right)_{*} X(0)$, where $X(0)$ are basis vectors at the unity of the group. The matrix corresponding to the tangent map $\left(L_{x}(y)\right)_{*}$ calculated by (4.1) becomes

$$
\left(L_{x}(y)\right)_{*}=\left(\begin{array}{cccc}
x_{1} & -x_{2} & -x_{3} & -x_{4} \\
x_{2} & x_{1} & -x_{4} & x_{3} \\
x_{3} & x_{4} & x_{1} & -x_{2} \\
x_{4} & -x_{3} & x_{2} & x_{1}
\end{array}\right) .
$$

Calculating the action of $\left(L_{x}(y)\right)_{*}$ on the basis of unit vectors of $\mathbf{R}^{4}$ we obtan four vector fields

$$
\begin{align*}
& X_{1}(x)=+x_{1} \partial_{x_{1}}+x_{2} \partial_{x_{2}}+x_{3} \partial_{x_{3}}+x_{4} \partial_{x_{4}}, \\
& X_{2}(x)=-x_{2} \partial_{x_{1}}+x_{1} \partial_{x_{2}}+x_{4} \partial_{x_{3}}-x_{3} \partial_{x_{4}},  \tag{4.2}\\
& X_{3}(x)=-x_{3} \partial_{x_{1}}-x_{4} \partial_{x_{2}}+x_{1} \partial_{x_{3}}+x_{2} \partial_{x_{4}}, \\
& X_{4}(x)=-x_{4} \partial_{x_{1}}+x_{3} \partial_{x_{2}}-x_{2} \partial_{x_{3}}+x_{1} \partial_{x_{4}} .
\end{align*}
$$

It is easy to see that the vector $X_{1}(x)$ is the unit normal to $\mathbb{S}^{3}$ at $x$ with respect to the usual inner product $\langle\cdot, \cdot\rangle$ in $\mathbf{R}^{4}$, hence, we denote $X_{1}(x)$ by $N$. Moreover,

$$
\left\langle N, X_{2}(x)\right\rangle=\left\langle N, X_{3}(x)\right\rangle=\left\langle N, X_{4}(x)\right\rangle=0, \quad \text { and } \quad\left|X_{k}(x)\right|^{2}=\left\langle X_{k}(x), X_{k}(x)\right\rangle=1
$$

for $k=2,3,4$, and any $x \in \mathbb{S}^{3}$. The matrix

$$
\left(\begin{array}{cccc}
-x_{2} & x_{1} & x_{4} & -x_{3} \\
-x_{3} & -x_{4} & x_{1} & x_{2} \\
-x_{4} & x_{3} & -x_{2} & x_{1}
\end{array}\right)
$$

has rank 3, and we conclude that the vector fields $X_{2}(x), X_{3}(x), X_{4}(x)$ form an orthonormal basis with respect to $\langle\cdot, \cdot\rangle$ of the tangent space $T_{x} \mathbb{S}^{3}$ at any point $x \in \mathbb{S}^{3}$. Let us denote the vector fields by

$$
X_{3}=X, \quad X_{4}=Y, \quad X_{2}=Z
$$

The vector fields possess the following commutation relations

$$
[X, Y]=X Y-Y X=2 Z, \quad[Z, X]=2 Y, \quad[Y, Z]=2 X
$$

Let $\mathscr{D}=\operatorname{span}\{X, Y\}$ be the distribution generated by the vector fields $X$ and $Y$. Since $[X, Y]=$ $2 Z \notin \mathscr{D}$, it follows that $\mathscr{D}$ is not involutive. The distribution $\mathscr{D}$ will be called horizontal. Any curve on the sphere with the velocity vector contained in the distribution $\mathscr{D}$ will be called a
horizontal curve. Since $T_{x} \mathbb{S}^{3}=\operatorname{span}\{X, Y, Z=1 / 2[X, Y]\}$, the distribution is bracket generating. We define the metric on the distribution $\mathscr{D}$ as the restriction of the metric $\langle\cdot, \cdot\rangle$ onto $\mathscr{D}$, and the same notation will be used. The manifold $\left(\mathbb{S}^{3}, \mathscr{D},\langle\cdot, \cdot\rangle\right)$ is a step two subRiemannian manifold.

Remark. Notice that the choice of the horizontal distribution is not unique. The relations $[Z, X]=2 Y$ and $[Y, Z]=2 X$ imply possible choices $\mathscr{D}=\operatorname{span}\{X, Z\}$ or $\mathscr{D}=\operatorname{span}\{Y, Z\}$. The geometries defined by different horizontal distributions are cyclically symmetric, so we restrict our attention to the $\mathscr{D}=\operatorname{span}\{X, Y\}$.

We also can define the distribution as a kernel of the following one form

$$
\omega=-x_{2} d x_{1}+x_{1} d x_{2}+x_{4} d x_{3}-x_{3} d x_{4}
$$

on $\mathbb{R}^{4}$. One can easily check that

$$
\omega(X)=0, \quad \omega(Y)=0, \quad \omega(Z)=1 \neq 0, \quad \omega(N)=0 .
$$

Hence, $\operatorname{ker} \omega=\operatorname{span}\{X, Y, N\}$, and the horizontal distribution can be written as

$$
\mathbb{S}^{3} \ni x \rightarrow \mathscr{D}_{x}=\operatorname{ker} \omega \cap T_{x} \mathbb{S}^{3}
$$

Let $\gamma(s)=\left(x_{1}(s), x_{2}(s), x_{3}(s), x_{4}(s)\right)$ be a curve on $\mathscr{S}^{3}$. Then the velocity vector, written in the left-invariant basis, is

$$
\dot{\gamma}(s)=a(s) X(\gamma(s))+b(s) Y(\gamma(s))+c(s) Z(\gamma(s))
$$

where

$$
\begin{align*}
a & =\langle\dot{\gamma}, X\rangle=-x_{3} \dot{x}_{1}-x_{4} \dot{x}_{2}+x_{1} \dot{x}_{3}+x_{2} \dot{x}_{4} \\
b & =\langle\dot{\gamma}, Y\rangle=-x_{4} \dot{x}_{1}+x_{3} \dot{x}_{2}-x_{2} \dot{x}_{3}+x_{1} \dot{x}_{4}  \tag{4.3}\\
c & =\langle\dot{\gamma}, Y\rangle=-x_{2} \dot{x}_{1}+x_{1} \dot{x}_{2}+x_{4} \dot{x}_{3}-x_{3} \dot{x}_{4}
\end{align*}
$$

The following proposition holds.
Proposition 4.1. Let $\gamma(s)=\left(x_{1}(s), x_{2}(s), y_{1}(s), y_{2}(s)\right)$ be a curve on $\mathbb{S}^{3}$. The curve $\gamma$ is horizontal, if and only if,

$$
\begin{equation*}
c=\langle\dot{\gamma}, Z\rangle=\langle\dot{\gamma}, X\rangle=-x_{2} \dot{x}_{1}+x_{1} \dot{x}_{2}+x_{4} \dot{x}_{3}-x_{3} \dot{x}_{4}=0 . \tag{4.4}
\end{equation*}
$$

The manifold $\mathbb{S}^{3}$ is connected which satisfies the bracket generating condition. Once again, by Chow's Theorem [14], there exists a piecewise $C^{1}$ horizontal curves connecting two arbitrary points on $\mathbb{S}^{3}$. In fact, smooth horizontal curves connecting two arbitrary points on $\mathbb{S}^{3}$ were constructed in [10].

Proposition 4.2. The horizontality property is invariant under the left translation.
Proof. It can be shown that (4.3) do not change under the left translation. This implies the conclusion of the proposition.

## 5. Hamiltonian System

Ones we have a system of curves, in our case the system of horizontal curves, we can define the length as in the Riemannian geometry. Let $\gamma:[0,1] \rightarrow \mathbb{S}^{3}$ be a horizontal curve such that $\gamma(0)=x, \gamma(1)=y$, then the length $\ell(\gamma)$ of $\gamma$ is defined as the following

$$
\begin{equation*}
\ell(\gamma)=\int_{0}^{1}\langle\dot{\gamma}, \dot{\gamma}\rangle^{1 / 2} d t=\int_{0}^{1}\left(a^{2}(t)+b^{2}(t)\right)^{1 / 2} d t \tag{5.1}
\end{equation*}
$$

Now we are able to define the distance between the points $x$ and $y$ by minimizing the integral (5.1) or the corresponding energy integral $\int_{0}^{1}\left(a^{2}(t)+b^{2}(t)\right) d t$ under the non-holonomic constraint (4.4). This is Lagrangian approach. The Lagrangian formalism was applied to study the subRiemannian geometry of $\mathbb{S}^{3}$ in [10]. In the Riemannian geometry the minimizing curve locally coincide with a geodesic, but it is not the case in the subRiemannian manifolds. The interesting examples and discussions can be found, for instance in [24, 26, 27, 28, 33]. Given the subRiemannian metric we can form a Hamiltonian function defined on the cotangent bundle of $\mathbb{S}^{3}$. The geodesics in the subRiemannian manifolds defines as a projection into the manifold of the solution to the corresponding Hamiltonian system. It is a good generalization of the Riemannian case in the following sense. The Riemannian geodesics (that are defined as curves with vanishing acceleration) lift to solutions of the Hamilton system on the cotangent bundle.

In the present paper we are interested in the construction of subRiemannian geodesics on $\left(\mathbb{S}^{3}, \mathscr{D},\langle\cdot, \cdot\rangle\right)$. Let us write the left invariant vector fields $X, Y, Z$, using the matrices

$$
I_{1}=\left[\begin{array}{rrrr}
0 & 0 & -1 & 0  \tag{5.2}\\
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right], \quad I_{2}=\left[\begin{array}{rrrr}
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right], \quad I_{3}=\left[\begin{array}{rrrr}
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0
\end{array}\right]
$$

Then

$$
X=\left\langle I_{1} x, \nabla x\right\rangle, \quad Y=\left\langle I_{2} x, \nabla x\right\rangle, \quad Z=\left\langle I_{3} x, \nabla x\right\rangle
$$

The Hamilton function is defined as

$$
H=\frac{1}{2}\left(X^{2}+Y^{2}\right)=\frac{1}{2}\left(\left\langle I_{1} x, \xi\right\rangle^{2}+\left\langle I_{2} x, \xi\right\rangle^{2}\right)
$$

where $\xi=\nabla x$. Then the Hamilton system follows as

$$
\begin{align*}
& \dot{x}=\frac{\partial H}{\partial \xi} \Rightarrow \dot{x}=\left\langle I_{1} x, \xi\right\rangle \cdot\left(I_{1} x\right)+\left\langle I_{2} x, \xi\right\rangle \cdot\left(I_{2} x\right) \\
& \dot{\xi}=-\frac{\partial H}{\partial x} \Rightarrow \dot{\xi}=\left\langle I_{1} x, \xi\right\rangle \cdot\left(I_{1} \xi\right)+\left\langle I_{2} x, \xi\right\rangle \cdot\left(I_{2} \xi\right) \tag{5.3}
\end{align*}
$$

As was mentioned a geodesic is the projection of a solution of the Hamiltonian system onto the $x$-space. We obtain the following properties.

1. Since $\left\langle I_{1} x, x\right\rangle=\left\langle I_{2} x, x\right\rangle=\left\langle I_{3} x, x\right\rangle=0$, multiplying the first equation of (5.3) by $x$, we obtain

$$
\langle\dot{x}, x\rangle=0 \Rightarrow|x|^{2}=\text { const } .
$$

We conclude that any solution of the Hamiltonian system belongs to the sphere. Taking the constant equal to 1 , we obtain geodesics on $\mathbb{S}^{3}$.
2. Multiplying the first equation of (5.3) by $I_{3} x$, we obtain

$$
\begin{equation*}
\left\langle\dot{x}, I_{3} x\right\rangle=0 \tag{5.4}
\end{equation*}
$$

by the role of multiplication between $I_{1}, I_{2}$, and $I_{3}$. The reader easily recognizes the horizontality condition $\langle\dot{x}, Z\rangle=0$ in (5.4). It means that any solution of the Hamiltonian system is a horizontal curve.
3. Multiplying the first equation of (5.3) by $I_{1} x$, and then by $I_{2} x$, we obtain

$$
\left\langle\xi, I_{1} x\right\rangle=\left\langle\dot{x}, I_{1} x\right\rangle, \quad\left\langle\xi, x I_{2}\right\rangle=\left\langle\dot{x}, x I_{2}\right\rangle .
$$

From the other side we know that $\left\langle\dot{x}, I_{1} x\right\rangle=a$ and $\left\langle\dot{x}, x I_{2}\right\rangle=b$. The Hamiltonian function can be written in the form

$$
H=\frac{1}{2}\left(\left\langle I_{1} x, \xi\right\rangle^{2}+\left\langle I_{2} x, \xi\right\rangle^{2}\right)=\frac{1}{2}\left(\left\langle I_{1} x, \dot{x}\right\rangle^{2}+\left\langle I_{2} x, \dot{x}\right\rangle^{2}\right)=\frac{1}{2}\left(a^{2}+b^{2}\right) .
$$

Thus the Hamiltonian function gives the kinetic energy $H=\frac{|\dot{q}|^{2}}{2}$ and it is a constant along the geodesics.
4. If we multiply the first equation of (5.3) by $\dot{x}$, then

$$
|\dot{x}|^{2}=\left\langle I_{1} x, \xi\right\rangle^{2}+\left\langle I_{2} x, \xi\right\rangle^{2}=\left\langle I_{1} x, \dot{x}\right\rangle^{2}+\left\langle I_{2} x, \dot{x}\right\rangle^{2}=a^{2}+b^{2}=2 H .
$$

Then

$$
\begin{equation*}
|\dot{x}|^{2}=a^{2}+b^{2} \tag{5.5}
\end{equation*}
$$

5.1. Velocity vector with constant coordinates. We know that along geodesics the length of the velocity vector is constant. Let us start from the simplest case, when the coordinates of the velocity vector are constant. Suppose that $\dot{a}=\dot{b}=0$. The first line of system (5.3) can be written as follows

$$
\begin{array}{rlrl}
\dot{x}_{1} & =-a x_{3}-b x_{4} & \dot{x}_{3}=+a x_{1}-b x_{2}  \tag{5.6}\\
\dot{x}_{2}=-a x_{4}+b x_{3} & \dot{x}_{4}=+a x_{2}+b x_{1} .
\end{array}
$$

Differentiation of system (5.6) yields

$$
\begin{array}{ll}
\ddot{x}_{1}=-a \dot{x}_{3}-b \dot{x}_{4} & \ddot{x}_{3}=+a \dot{x}_{1}-b \dot{x}_{2}  \tag{5.7}\\
\ddot{x}_{2}=-a \dot{x}_{4}+b \dot{x}_{3} & \ddot{x}_{4}=+a \dot{x}_{2}+b \dot{x}_{1} .
\end{array}
$$

We substitute the first derivatives from (5.6) in (5.7) to obtain

$$
\begin{equation*}
\ddot{x}_{k}=-r^{2} x_{k}, \quad r^{2}=a^{2}+b^{2}, \quad k=1,2,3,4 . \tag{5.8}
\end{equation*}
$$

Theorem 5.1. The set of geodesics with constant velocity coordinates form a unit sphere $\mathbb{S}^{2}$ in $\mathbf{R}^{3}$

Proof. We are looking for horizontal geodesics parametrized by the arc length and starting from the point $x(0)=x_{0}$. So, we set $r=1$ and $a=\cos \psi, b=\sin \psi$, where $\psi$ is a constant from $[0,2 \pi)$. Solving the equation (5.8), we obtain the general solution $x(s)=A \cos s+B \sin s$. We conclude that $A=x_{0}$ from the initial data. To find $B$, let us substitute the general solution in equations (5.6) and obtain $B=\left(a I_{1}+b I_{2}\right) x_{0}$. Thus, the horizontal geodesics with constant horizontal coordinates are

$$
x(s)=x_{0} \cos s+\left(\cos \psi I_{1}+\sin \psi I_{2}\right) x_{0} \sin s
$$

Since the geodesics are invariant under the left translation it is sufficient to describe the situation at the unity element, e.g., $x_{0}=(1,0,0,0)$ of $\mathbb{S}^{3}$. In this case, the geodesics are

$$
\begin{array}{ll}
x_{1}=\cos s, & x_{3}=\cos \psi \sin s,  \tag{5.9}\\
x_{2}=0, & x_{4}=\sin \psi \sin s .
\end{array}
$$

We see that the set of geodesics with constant velocity coordinates form the unit sphere $\mathbb{S}^{2}$ in $\mathbb{R}^{3}=\left\{\left(x_{1}, 0, x_{3}, x_{4}\right)\right\}$. The parameter $\psi \in[0,2 \pi)$ corresponds to the initial velocity.

The sphere (5.9) is a direct analogue of the horizontal plane on the Heisenberg group $\mathbb{H}^{1}$ at the unity. Let us calculate the analogue of the vertical axis in $\mathbb{H}^{1}$. We wish to find an integral curve for the vector field $Z$. In other words, we solve the system

$$
\begin{align*}
a & =\langle\dot{\gamma}, X\rangle=-x_{3} \dot{x}_{1}-x_{4} \dot{x}_{2}+x_{1} \dot{x}_{3}+x_{2} \dot{x}_{4}=0 \\
b & =\langle\dot{\gamma}, Y\rangle=-x_{4} \dot{x}_{1}+x_{3} \dot{x}_{2}-x_{2} \dot{x}_{3}+x_{1} \dot{x}_{4}=0  \tag{5.10}\\
c & =\langle\dot{\gamma}, Z\rangle=-x_{2} \dot{x}_{1}+x_{1} \dot{x}_{2}+x_{4} \dot{x}_{3}-x_{3} \dot{x}_{4}=1 \\
n & =\langle\dot{\gamma}, N\rangle=+x_{1} \dot{x}_{1}+x_{2} \dot{x}_{2}+x_{3} \dot{x}_{3}+x_{4} \dot{x}_{4}=0
\end{align*}
$$

The rank of the system is 1 and it is redused to

$$
\begin{array}{ll}
\dot{x}_{1}=-x_{2}, & \dot{x}_{3}=+x_{4} \\
\dot{x}_{2}=+x_{1}, & \dot{x}_{4}=-x_{3} .
\end{array}
$$

Differentiating once more, we obtain the equation $\ddot{x}=-x$. The initial point is $x(0)=x_{0}$. Then system (5.10) gives the value of the initial velocity $\dot{x}(0)=I_{3} x_{0}$. Taking into account this initial data we get the equation of the vertical line

$$
x(s)=x_{0} \cos s+I_{3} x_{0} \sin s
$$

In particular, at the point $(1,0,0,0)$ the equation of vertical line is

$$
\begin{equation*}
x_{1}=\cos s, \quad x_{2}=\sin s, \quad x_{3}=0, \quad x_{4}=0, \quad s \in[0,2 \pi] . \tag{5.11}
\end{equation*}
$$

### 5.2. Velocity vector with non-constant coordinates. Cartesian coordinates

Fix the initial point $x^{(0)}=(1,0,0,0)$. It is convenient to introduce complex coordinates $z=x_{1}+i x_{2}, w=x_{3}+i x_{4}, \varphi=\xi_{1}+i \xi_{2}$, and $\psi=\xi_{3}+i \xi_{4}$. Hence, the Hamiltonian admits the form $2 H=|\bar{w} \varphi-z \bar{\psi}|^{2}$. The corresponding Hamiltonian system becomes

$$
\begin{aligned}
\dot{z} & =w(\bar{w} \varphi-z \bar{\psi}), & & z(0)=1, \\
\dot{w} & =-z(w \bar{\varphi}-\bar{z} \psi), & & w(0)=0, \\
\dot{\bar{\varphi}} & =\bar{\psi}(w \bar{\varphi}-\bar{z} \psi), & & \bar{\varphi}(0)=A-i B, \\
\dot{\bar{\psi}} & =-\bar{\varphi}(\bar{w} \varphi-z \bar{\psi}), & & \bar{\psi}(0)=C-i D .
\end{aligned}
$$

Here the constants $B, C$, and $D$ have the following dynamical meaning: $\dot{w}(0)=C+i D$, and $B=-i \ddot{w}(0) / 2 \dot{w}(0)$ or if we write in real variables $C=\dot{x}_{3}(0), D=\dot{x}_{4}(0), B=\frac{1}{2}\left(\dot{x}_{3}(0) \ddot{x}_{4}(0)-\right.$ $\left.\dot{x}_{4}(0) \ddot{x}_{3}(0)\right)$. This complex Hamiltonian system has the first integrals

$$
\begin{aligned}
z \psi-w \varphi & =C+i D \\
z \bar{\varphi}+w \bar{\psi} & =A-i B
\end{aligned}
$$

and we have $|z|^{2}+|w|^{2}=1$ and $2 H=C^{2}+D^{2}=1$ as an additional normalization. Therefore,

$$
\begin{aligned}
\varphi & =z(A+i B)-\bar{w}(C+i D) \\
\psi & =\bar{z}(C+i D)+w(A+i B)
\end{aligned}
$$

Let us introduce an auxiliary function $p=\bar{w} / z$. Substituting $\varphi$ and $\psi$ in the Hamiltonian system, we have the equation for $p$ as

$$
\dot{p}=(C+i D) p^{2}-2 i B p+(C-i D), \quad p(0)=0
$$

The solution is

$$
p(s)=\frac{(C-i D) \sin \left(s \sqrt{1+B^{2}}\right)}{\sqrt{1+B^{2}} \cos \left(s \sqrt{1+B^{2}}\right)+i B \sin \left(s \sqrt{1+B^{2}}\right)} .
$$

Taking into account that $\dot{z} \bar{z}=-w \dot{\bar{w}}$, we obtain the solution

$$
\begin{equation*}
z(s)=\left(\cos \left(s \sqrt{1+B^{2}}\right)+i \frac{B}{\sqrt{1+B^{2}}} \sin \left(s \sqrt{1+B^{2}}\right)\right) e^{-i B s} \tag{5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
w(s)=\frac{C+i D}{\sqrt{1+B^{2}}} \sin \left(s \sqrt{1+B^{2}}\right) e^{i B s} \tag{5.13}
\end{equation*}
$$

If $B=0$, we obtain the solutions with constant horizontal velocity coordinates

$$
z(s)=\cos s, \quad w(s)=\left(\dot{x}_{3}(0)+i \dot{x}_{4}(0)\right) \sin s
$$

from the previous section.
Theorem 5.2. Let $A$ be a point on the vertical line, i. e., $A=(\cos k, \sin k, 0,0), k \in[0,2 \pi)$, then there are countably many geodesics $\gamma_{n}$ connecting $O=(1,0,0,0)$ with $A$. They have the following parametric equations

$$
\begin{align*}
& z_{n}(s)=\left(\cos \left(s \frac{\pi n}{\sqrt{\pi^{2} n^{2}-k^{2}}}\right)-i \frac{k}{\pi n} \sin \left(s \frac{\pi n}{\sqrt{\pi^{2} n^{2}-k^{2}}}\right)\right) e^{\frac{i s k}{\sqrt{\pi^{2} n^{2}-k^{2}}}}  \tag{5.14}\\
& w_{n}(s)=\left(\dot{x}_{3}(0)+i \dot{x}_{4}(0)\right) \frac{\sqrt{\pi^{2} n^{2}-k^{2}}}{\pi n} \sin \left(s \frac{\pi n}{\sqrt{\pi^{2} n^{2}-k^{2}}}\right) e^{\frac{-i s k}{\sqrt{\pi^{2} n^{2}-k^{2}}}}
\end{align*}
$$

$n \in \mathbb{Z} \backslash\{0, \pm 1\}, s \in\left[0, s_{n}\right]$, where $s_{n}=\sqrt{\pi^{2} n^{2}-k^{2}}$ is the length of the geodesic $\gamma_{n}$.
Proof. Since we use the condition $2 H=|\dot{z}|^{2}+|\dot{w}|^{2}=1$ we conclude that geodesics parametrized by the length arc and the length of a geodesic at the value of parameter $s=l$ is equal to $l$. If $A=(z(s), w(s))$ belongs to the vertical line starting at $O=(1,0,0,0)$ then $|z(s)|=1$ and $|w(s)|=0$ provided that $-B s=k$. It implies

$$
\cos ^{2}\left(s \sqrt{1+B^{2}}\right)+\frac{B^{2}}{1+B^{2}} \sin ^{2}\left(s \sqrt{1+B^{2}}\right)=1, \quad \sin \left(s \sqrt{1+B^{2}}\right)=0, \quad-B s=k
$$

Equations are satisfied if

$$
s_{n}=\sqrt{\pi^{2} n^{2}-k^{2}}, \quad B_{n}=-\frac{k}{\sqrt{\pi^{2} n^{2}-k^{2}}}, \quad n \in \mathbb{Z} \backslash\{0, \pm 1\}
$$

We conclude, that for any $n \in \mathbb{Z} \backslash\{0, \pm 1\}$ there is a constant $B_{n}=-\frac{k}{\sqrt{\pi^{2} n^{2}-k^{2}}}$ such that the corresponding geodesic $\gamma_{n}(s), s \in\left[0, s_{n}\right]$, with the equation (5.14) joins the points $O$ with $A$ and the length of geodesic is equal to $s_{n}=\sqrt{\pi^{2} n^{2}-k^{2}}$.

So far we have a clear picture of trivial geodesics whose velocity has constant coordinates. They are essentially unique (up to periodicity). The situation with geodesics joining the point $(1,0,0,0)$ with the points of the vertical line $A$ has been described in the preceding theorem. Let us consider the general case of points on $\mathbb{S}^{3}$.

Theorem 5.3. Given an arbitrary point $\left(z_{1}, w_{1}\right) \in \mathbb{S}^{3}$ which neither belongs to the vertical line $A$ nor to the horizontal sphere $\mathbb{S}^{2}$, there is a countable number of geometrically different geodesics joining the initial point $\left(z_{0}, w_{0}\right) \in \mathbb{S}^{3}$ with $\left(z_{1}, w_{1}\right), z_{0}=1, w_{0}=0$.

Proof. Let us denote

$$
w_{1}=\rho e^{i \varphi}, \quad z_{1}=r e^{i \alpha}, \quad C+i D=e^{i \theta}
$$

Then from (5.12) and (5.13) we have that

$$
\begin{equation*}
r^{2}=1-\frac{1}{1+B^{2}} \sin ^{2}\left(s \sqrt{1+B^{2}}\right), \quad \text { and } \varphi=B s+\theta \tag{5.15}
\end{equation*}
$$

We suppose for the moment that the angles $s \sqrt{1+B^{2}}$ and $s B$ are from the first quadrant. Other cases are treated similarly. Then we have

$$
z=\left(\sqrt{1-\left(1+B^{2} \rho^{2}\right)}+i B \rho\right) e^{i(\theta-\varphi)}
$$

and

$$
\theta=\theta(B)=\alpha+\varphi-\tan ^{-1} \frac{B \rho}{\sqrt{1-\left(1+B^{2}\right) \rho^{2}}}
$$

The first expression in (5.15) leads to the value of the length parameter $s$

$$
s=\frac{1}{\sqrt{1+B^{2}}} \sin ^{-1}\left(\rho \sqrt{1+B^{2}}\right)
$$

and the second to

$$
\varphi=\theta+\frac{B}{\sqrt{1+B^{2}}} \sin ^{-1}\left(\rho \sqrt{1+B^{2}}\right)
$$

Substituting $\theta(B)$ in the latter equation we obtain

$$
\begin{equation*}
\sin \left((\varphi-\theta(B)) \sqrt{1+\frac{1}{B^{2}}}\right)=\rho \sqrt{1+B^{2}} \tag{5.16}
\end{equation*}
$$

as an equation for the parameter $B$. Observe that $\varphi-\theta(B)$ is a bounded function and $\lim _{B \rightarrow 0} \theta(B) \neq$ 0 . Indeed, if the latter limit were vanishing, then the value of given $\varphi$ would be zero and the solution of the problem would be only $B=0$ which is the trivial case excluded from the theorem. So the left-hand side of equation (5.16) is a function of $B$ which is bounded by 1 in absolute value and fast oscillating about the point $B=0$. The right-hand side of (5.16) is an even function increasing for $B>0$. Therefore, there exists a countable number of non-vanishing different solutions $\left\{B_{n}\right\}$ of the equation (5.16) within the interval $|B| \leq \sqrt{\frac{1}{\rho^{2}}-1}$ with a limit point at the origin. The geodesics $\left(z(s), w(s)\right.$ with the parameters $B_{n}$ and $\theta\left(B_{n}\right)$ start from the point $(1,0,0,0)$ with the velocities $(\dot{z}(0), \dot{w}(0))=\left(0, e^{i \theta\left(B_{n}\right)}\right)$ in different directions, and therefore, they sweep out different geometric loci about the initial point, which finishes the proof.

This theorem reveals a clear difference of subRiemannian geodesics on the sphere from those for the Heisenberg group. In the latter case the number of geodesics joining the origin with a point neither from the vertical axis nor from the horizontal plane is finite.
5.3. Hyperspherical coordinates. Let us use the hyperspherical coordinates to find geodesics in with conconstant velocity coordinates.

$$
\begin{align*}
& x_{1}+i x_{2}=e^{i \xi_{1}} \cos \eta  \tag{5.17}\\
& x_{3}+i x_{4}=e^{i \xi_{2}} \sin \eta, \quad \eta \in[0, \pi / 2], \quad \xi_{1}, \xi_{2} \in[0,2 \pi) .
\end{align*}
$$

The horizontal coordinates are written as

$$
\begin{aligned}
a & =\dot{\eta} \cos \left(\xi_{1}-\xi_{2}\right)+\left(\dot{\xi}_{1}+\dot{\xi}_{2}\right) \sin \left(\xi_{1}-\xi_{2}\right) \frac{\sin 2 \eta}{2} \\
b & =-\dot{\eta} \sin \left(\xi_{1}-\xi_{2}\right)+\left(\dot{\xi}_{1}+\dot{\xi}_{2}\right) \cos \left(\xi_{1}-\xi_{2}\right) \frac{\sin 2 \eta}{2} \\
c & =\dot{\xi}_{1} \cos ^{2} \eta-\dot{\xi}_{2} \sin ^{2} \eta
\end{aligned}
$$

The horizontality condition in hyperspherical coordinates is

$$
\dot{\xi}_{1} \cos ^{2} \eta-\dot{\xi}_{2} \sin ^{2} \eta=0
$$

The horizontal sphere (5.9) is obtained from the parametrization (5.17), if we set $\xi_{1}=0$, $\xi_{2}=\psi, \eta=s$. We have

$$
a^{2}+b^{2}=1=\dot{\eta}^{2} \quad \Longrightarrow \quad a=\cos \psi, \quad b=\sin \psi .
$$

The vertical line is obtained from the parametrization (5.17) setting $\eta=0, \xi_{1}=s$.
If write the vector fields $N, Z, X, Y$ in the hyperspherical coordinates, we obtain

$$
\begin{gathered}
N=-2 \cot \left(2 \eta \partial_{\eta}\right), \quad Z=\partial_{\xi_{1}}-\partial_{\xi_{2}} \\
X=\sin \left(\xi_{1}-\xi_{2}\right) \tan \eta \partial_{\xi_{1}}+\sin \left(\xi_{1}-\xi_{2}\right) \cot \left(\eta \partial_{\xi_{2}}\right)+2 \cos \left(\xi_{1}-\xi_{2}\right) \partial_{\eta}
\end{gathered}
$$

and

$$
Y=\cos \left(\xi_{1}-\xi_{2}\right) \tan \eta \partial_{\xi_{1}}+\cos \left(\xi_{1}-\xi_{2}\right) \cot \left(\eta \partial_{\xi_{2}}\right)-2 \sin \left(\xi_{1}-\xi_{2}\right) \partial_{\eta} .
$$

In this parametrization the similarity with the Heisenberg group can be shown. Two horizontal vector fields $X, Y$ produce as a commutator the constant vector field $Z$ that orthogonal to the horizontal vector fields at each point of the manifold. In hyperspherical coordinates it is easy to see that the form $\omega=\cos ^{2} \eta d \xi_{1}-\sin ^{2} \eta d \xi_{2}$ that defines the horizontal distribution is a contact form because of

$$
\omega \wedge d \omega=\sin (2 \eta) d \eta \wedge d \xi_{1} \wedge d \xi_{2}=2 d V
$$

where $d V$ is the volume form. The sub-Laplacian is the following

$$
\frac{1}{2}\left(X^{2}+Y^{2}\right)=\frac{1}{2}\left(\tan ^{2} \eta \cdot \partial_{\xi_{1}}^{2}+\cot ^{2} \eta \cdot \partial_{\xi_{2}}^{2}+4 \partial_{\eta}^{2}+2 \partial_{\xi_{1}} \partial_{\xi_{2}}\right)
$$

The Hamilton is

$$
H\left(\xi_{1}, \xi_{2}, \eta, \psi_{1}, \psi_{2}, \theta\right)=\frac{1}{2}\left(\tan ^{2} \eta \cdot \psi_{1}^{2}+\cot ^{2} \eta \cdot \psi_{2}^{2}+4 \theta^{2}+2 \psi_{1} \psi_{2}\right)
$$

The Hamilton system is

$$
\begin{aligned}
\dot{\xi}_{1} & =\frac{\partial H}{\partial \psi_{1}}=\psi_{1} \tan ^{2} \eta+\psi_{2} \\
\dot{\xi}_{2} & =\frac{\partial H}{\partial \psi_{2}}=\psi_{2} \cot ^{2} \eta+\psi_{1} \\
\dot{\eta} & =\frac{\partial H}{\partial \theta}=4 \theta \\
\dot{\psi}_{1} & =-\frac{\partial H}{\partial \xi_{1}}=0 \\
\dot{\psi}_{2} & =-\frac{\partial H}{\partial \xi_{2}}=0 \\
\dot{\theta} & =-\frac{\partial H}{\partial \eta}=-\psi_{1}^{2} \frac{\tan \eta}{\cos ^{2} \eta}+\psi_{2}^{2} \frac{\cot \eta}{\sin ^{2} \eta} .
\end{aligned}
$$

We solve the Hamiltonian system for the following initial dates: $\eta(0)=0, \xi(0)=0, \xi_{2}(0)=$ $\xi_{2}(0), \psi_{1}(0)=\psi_{1}, \psi_{2}(0)=\psi_{2}, \theta(0)=\frac{\dot{\eta}(0)}{4}=\theta_{0}$ 。

We see that $\psi_{1}$ and $\psi_{2}$ are constant. From the third and the last equations, we have

$$
\begin{aligned}
\ddot{\eta} & =-4 \psi_{1}^{2} \frac{\sin \eta}{\cos ^{3} \eta}+4 \psi_{2}^{2} \frac{\cos \eta}{\sin ^{3} \eta} \\
\dot{\eta} d \dot{\eta} & =\left(-4 \psi_{1}^{2} \frac{\sin \eta}{\cos ^{3} \eta}+4 \psi_{2}^{2} \frac{\cos \eta}{\sin ^{3} \eta}\right) d \eta \\
\dot{\eta}^{2} & =C-4 \frac{\psi_{1}^{2} \sin ^{2} \eta+\psi_{2}^{2} \cos ^{2} \eta}{\cos ^{2} \eta \sin ^{2} \eta},
\end{aligned}
$$

and

$$
C \cos ^{2} \eta(0) \sin ^{2} \eta(0)=\dot{\eta}^{2}(0) \cos ^{2} \eta(0) \sin ^{2} \eta(0)+4 \psi_{1}^{2} \sin ^{2} \eta(0)+4 \psi_{2}^{2} \cos ^{2} \eta(0)
$$

Since $\eta(0)=0$, we have $\psi_{2}=0$. If $\psi_{1}=0$, then $\dot{\xi}_{1}=\dot{\xi}_{2}=0$ and $\dot{\eta}=4 \theta_{0}$, and we obtain the variety of the trivial geodesics (5.9) up to the parametrization $s \mapsto 4 \theta_{0} s$. To fined other geodesics we suppose that $\psi_{1} \neq 0$. Moreover, we notice that $C=\dot{\eta}(0)+4 \psi_{1}>0$.

We continue to solve the Hamiltonian system finding $\eta(s)$.

$$
\frac{\cos \eta d \eta}{\sqrt{C \cos ^{2} \eta-4 \psi_{1}^{2}}}=d s
$$

Denoting $\sin \eta=p$, we have

$$
\begin{equation*}
\frac{d p}{\sqrt{-C p^{2}+C-4 \psi_{1}^{2}}}=d s \tag{5.18}
\end{equation*}
$$

Integrating (5.18) from 0 to $s$, we have

$$
s+A=\frac{1}{\sqrt{|C|}} \sin ^{-1}\left(\sqrt{\frac{C}{C-4 \psi_{1}^{2}}} \sin \eta(s)\right)
$$

where $A$ we find setting $s=0$. Then $A=\frac{1}{\sqrt{|C|}} \sin ^{-1} 0=0$. We express

$$
\begin{equation*}
\sin ^{2} \eta(s)=\frac{C-4 \psi_{1}^{2}}{C} \sin ^{2}(\sqrt{C} s) \tag{5.19}
\end{equation*}
$$

From the Hamiltonian system, we find

$$
\begin{equation*}
\xi_{2}(s)=\psi_{1} s+\xi_{2}(0) \tag{5.20}
\end{equation*}
$$

and

$$
\dot{\xi}_{1}=\psi_{1} \frac{\sin ^{2} \eta(s)}{1-\sin ^{2} \eta(s)}=\psi_{1} \frac{\sin ^{2}(\sqrt{C} s)}{a+\sin ^{2}(\sqrt{C} s)}, \quad a=\frac{C}{C-4 \psi_{1}^{2}}
$$

It gives

$$
\begin{equation*}
\xi_{1}(s)=-\psi_{1} s+\frac{\psi_{1}}{2\left|\psi_{1}\right|} \tan ^{-1}\left[\frac{2\left|\psi_{1}\right|}{\sqrt{C}} \tan (\sqrt{C} s)\right] \tag{5.21}
\end{equation*}
$$

Let us suppose that the geodesics parametrized on the interval $[0,1]$. If the initial point and the finite point are on the vertical line: $\eta(0)=\eta(1)=0$, then

$$
0=\sin ^{2} \eta(1)=\frac{C-4 \psi_{1}^{2}}{C} \sin ^{2}(\sqrt{C}) \quad \Rightarrow \quad C=\pi^{2} n^{2}
$$

The value of $C$ and $\xi_{1}(1)$ gives us the value of $\xi_{2}(1)$. Setting $C=\pi^{2} n^{2}$ into the equation for $\xi_{1}(1)$ we find $\psi_{1}=-\xi_{1}(1)$. Then

$$
\xi_{2}(1)=-\xi_{1}(1)+\xi_{2}(0)
$$

The finite point on the vertical line corresponds to the value $\xi_{1}(1), \eta(1)=0$ and $\xi_{2}=-\xi_{1}(1)+$ $\xi_{2}(0)$.

We also note that the square of the velocity

$$
|v|^{2}=\dot{\eta}^{2}(s)+\left(\dot{\xi}_{1}(s)+\dot{\xi}_{2}(s)\right)^{2} \frac{\sin ^{2} 2 \eta(s)}{2}
$$

is constant along geodesics. Taking $\eta(0)=0$, we obtain

$$
|v|^{2}=\dot{\eta}^{2}(0)=C-4 \psi_{1}^{2} .
$$

In the case when a geodesic terminated at the vertical line at $\xi_{1}(1)$, we obtain their lengths

$$
\ell_{n}=\sqrt{C-4 \psi_{1}^{2}}=\sqrt{\pi^{2} n^{2}-4 \xi_{1}^{2}(1)}
$$

We see that this result coincides with the result given by Theorem (5.2).
Using the hyperspherical coordinate we can find the number geodesics joining $\xi_{1}=\xi_{2}=\eta=$ 0 with an arbitrary point $\xi_{1}, \xi_{2}$ and $\eta$. We formulate it in the following theorem.

Theorem 5.4. Let $A$ be a point with the coordinate $A=\left(\xi_{1}, \xi_{2}, \eta\right), \xi_{1}, \xi_{2}, \eta$ are different from zero, then there are countably many geodesics $\gamma_{n}$ connecting $O=(0,0,0)$ with $A$. The square of length $\ell^{2}$ of a geodesic satisfies to the equation

$$
\begin{equation*}
\ell^{2} \cos ^{2}\left(\sqrt{\ell^{2}+4 \xi_{2}}\right)=\frac{4 \xi_{2}^{2} \sin ^{2} \eta}{\tan ^{2}\left(2\left(\xi_{1}+\xi_{2}\right)\right)} \tag{5.22}
\end{equation*}
$$

The geodesics have the following parametric equations

$$
\begin{aligned}
(\eta(s))_{n} & =\sqrt{\frac{l_{n}^{2}}{\ell_{n}^{2}+4 \xi_{2}^{2}}} \sin ^{2}\left(s \sqrt{\ell_{n}^{2}+4 \xi_{2}^{2}}\right) \\
\left(\xi_{2}(s)\right)_{n} & =\xi_{2} s, \\
\left(\xi_{1}(s)\right)_{n} & =-\xi_{2} s+2 \frac{\xi_{2}}{\left|\xi_{2}\right|} \tan ^{-1}\left(\frac{2\left|\xi_{2}\right|}{\sqrt{\ell_{n}^{2}+4 \xi_{2}^{2}}} \tan \sqrt{\ell_{n}^{2}+4 \xi_{2}^{2}}\right)
\end{aligned}
$$

where $n \in \mathbb{N}$ and $\ell_{n}$ one of the solutions of the equation (5.22).
Proof. Suppose that the geodesics parametrized on the interval $[0,1]$ and they start from the point $\xi_{1}(0)=0, \eta(0)=0, \xi_{2}(0)=0$ and terminate at a point $\xi_{1}(1)=\xi_{1}, \eta(1)=\eta, \xi_{2}(1)=\xi_{2}$. Then $\psi_{1}=\xi_{2}$ from (5.20) and

$$
\tan ^{2}\left(2\left(\xi_{1}+\xi_{2}\right)\right)=\frac{4 \xi_{2}^{2}}{C} \tan ^{2} \sqrt{C}
$$

from (5.21), where we assumed that $\xi_{2}>0$ for the moment. The formula (5.21) gives

$$
\sin ^{2} \eta=\frac{C-4 \xi_{2}^{2}}{C} \sin ^{2} \sqrt{C}
$$

Comparing two last expressions, we obtain

$$
\begin{equation*}
\left(C-4 \xi_{2}^{2}\right) \cos ^{2} \sqrt{C}=\frac{4 \xi_{2}^{2} \sin ^{2} \eta}{\tan ^{2}\left(2\left(\xi_{1}+\xi_{2}\right)\right)} \tag{5.23}
\end{equation*}
$$

We observe that the length of a geodesic $\gamma$ parametrized on the interval $[0,1]$ can be calculated by the following

$$
\ell(\gamma)=\int_{0}^{1}|v(0)| d s=\left|\dot{\eta}^{2}(0)\right|=\sqrt{C-4 \xi_{2}^{2}}
$$

From this and (5.23), we obtain (5.22)
The function $\ell^{2} \cos ^{2}\left(\sqrt{l^{2}+4 \xi_{2}}\right)$ oscillates with increasing amplitude, therefore the graph of the function $\ell^{2} \cos ^{2}\left(\sqrt{\ell^{2}+4 \xi_{2}}\right)$ has infinitely many intersections with the given value $m\left(\xi_{1}, \xi_{2}, \eta\right)=$ $\frac{4 \xi_{2}^{2} \sin ^{2} \eta}{\tan ^{2}\left(2\left(\xi_{1}+\xi_{2}\right)\right)}$, see Figure (2). We conclude, that we have infinitely many geodesics which lengths satisfy the equation (5.22). To find the expressions (5.23) we replace $C$ and $\psi_{1}$ by known values.

Remark. Theorem 5.4 is analogue of Theorem 5.3. The difference is such that in Theorem 5.3 the number of geodesics is parametrized by the angle of the initial velocity and this show that the geodesics have different locus. In Theorem 5.4 we can easily to know the lengths of geodesics, that are given by (5.22).
5.4. Hopf fibration. There is a close relation between the subRiemannian sphere $S^{3}$ and the Hopf fibration. Let $\mathbb{S}^{2}$ and $\mathbb{S}^{3}$ be unit 2-dimensional and 3-dimensional sphere respectively. We remind that the Hopf fibration is a principal circle bundle over two-sphere given by the map $h: \mathbb{S}^{3} \rightarrow \mathbb{S}^{2}$ :

$$
h\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\left(\left(x_{1}^{2}+x_{2}^{2}\right)-\left(x_{3}^{2}+x_{4}^{2}\right), 2\left(x_{1} x_{4}+x_{2} x_{3}\right), 2\left(x_{2} x_{4}-x_{1} x_{3}\right)\right)
$$



FIGURE 2. Solutions of the equation $\ell^{2} \cos ^{2}\left(\sqrt{\ell^{2}+4 \xi_{2}}\right)=m\left(\xi_{1}, \xi_{2}, \eta\right)$

Another way to define the Hopf fibration is to write

$$
h(q)=q i q^{*} \in \mathbb{S}^{2}, \quad q \in \mathbb{S}^{3}, \quad i=(0,1,0,0) .
$$

The fiber through the unity of the group $(1,0,0,0)$ has equation $(\cos \theta, \sin \theta, 0,0)$ and as we see coincides with the equation of the vertical line at this point. The sphere $\mathbb{S}^{2}$ represents the horizontal "plane" filled out by the geodesics with constant horizontal coordinates.

Definition 5.1. Let $Q \rightarrow M$ be a principle $G$-bundle with the horizontal distribution $\mathscr{D}$ on $Q$. A subRiemannian metric on $Q$ that has distribution $\mathscr{D}$ and it is invariant under the action of $G$ is called a metric of bundle type.

In our situation $\mathbb{S}^{3} \rightarrow \mathbb{S}^{2}$ is a principle $\mathbb{S}^{1}$-bundle given by Hopf map. The subRiemannian metric on the distribution $\mathscr{D}=\operatorname{span}\{X, Y\}$ was defined as the restriction of the euclidean metric $\langle\cdot, \cdot\rangle$ from $\mathbf{R}^{4}$ and we used the same notation $\langle\cdot, \cdot\rangle$ for subRiemannian metric. We state the following.

Proposition 5.1. The subRiemannian metric $\langle\cdot, \cdot\rangle$ on $\mathbb{S}^{3}$ is a metric of bundle type.
Proof. The action of the group $\mathbb{S}^{1}$ on $q=\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \in \mathbb{S}^{3}$ can be written as $q \circ e^{i t}, e^{i t}=$ $(\cos t+i \sin t) \in \mathbb{S}^{1}, t \in[0,2 \pi)$, where $\circ$ is the quaternion multiplication. If we write $q=$ $\left(e^{i \xi_{1}} \cos \eta, e^{i \xi_{2}} \sin \eta\right), \tilde{q}=q \circ e^{i t}$ then $\tilde{q}=\left(e^{i\left(\xi_{1}+t\right)} \cos \eta, e^{i\left(\xi_{2}-t\right)} \sin \eta\right)$. To show that the metric $\langle\cdot, \cdot\rangle$ is of bundle type we have to show that the metric is invariant under the action of the group $\mathbb{S}^{1}$. The metric $\langle\cdot, \cdot\rangle$ at any $q$ is given by the matrix

$$
\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & \cos ^{2} \eta & 0 \\
0 & 0 & \sin ^{2} \eta
\end{array}\right]
$$

and it is easy to see that it is invariant under the action $\tilde{q}=q \circ e^{i t}$.

## 6. Heat Kernel of the Elliptic and Subelliptic Laplacian on $\mathbb{S}^{3}$

Let us write the Laplace and subLaplace operators on $\mathbb{S}^{3}$ first. As usual, we set

$$
Z_{k}=\sum_{j=1}^{n+1} a_{k_{j}} \frac{\partial}{\partial z_{j}}, \quad k=1, \ldots, n+1
$$

be a holomorphic vector field on $\mathbf{C}^{n+1}$. Then it is easy to see that

$$
\left\{\sqrt{2} Z_{1}, \ldots, \sqrt{2} Z_{n+1}\right\}
$$

is an orthonormal basis of $T^{(1,0)}\left(\mathbf{C}^{n+1}\right)$ with respect to the Euclidean metric. As usual, set $z_{k}=x_{k}+i x_{k+n+1}, k=1, \ldots, n+1$. Denote $Z_{k}^{*}$ the differential operator adjoint to $Z_{k}$ with respect to the Euclidean volume form

$$
d x=d x_{1} \wedge d x_{2} \wedge \cdots \wedge d x_{n+1}=\frac{(-1)^{n^{2}-1}}{2^{n+1}} d z_{1} \wedge d \bar{z}_{1} \wedge \cdots \wedge d z_{n+1} \wedge d \bar{z}_{n+1}
$$

The Laplacian on $\mathbf{C}^{n+1}$ is given by

$$
\begin{equation*}
\Delta=-\sum_{k=1}^{n+1}\left(Z_{k}^{*} Z_{k}+\bar{Z}_{k}^{*} Z_{k}\right)=2 \sum_{k=1}^{n+1} \frac{\partial}{\partial z_{k}} \frac{\partial}{\partial \bar{z}_{k}} \tag{6.1}
\end{equation*}
$$

It is known that the Cauchy-Riemann subLaplacian on the unit sphere $\mathbb{S}^{2 n+1}$ is given by

$$
\begin{equation*}
\Delta_{c r}=-\left.\sum_{k=1}^{n}\left(W_{k}^{*} W_{k}+\bar{W}_{k}^{*} W_{k}\right)\right|_{\mathbb{S}^{2 n+1}} \tag{6.2}
\end{equation*}
$$

where $\left\{\sqrt{2} W_{1}, \ldots, \sqrt{2} W_{n}\right\}$ is a local orthonormal basis of those holomorphic vector fields on $\mathbf{C}^{n+1}$ which are perpendicular to the holomorphic vector field

$$
\begin{equation*}
N=\sum_{j=1}^{n+1} \frac{z_{j}}{|z|} \frac{\partial}{\partial z_{j}} \tag{6.3}
\end{equation*}
$$

with $|z|=z \cdot \bar{z}$. It is obvious that $W_{k}$ and $\bar{W}_{k}, k=1, \ldots, n$ are tangential to $\mathbb{S}^{2 n+1}$. Using vector $N$ and $W_{k}$ and $\bar{W}_{k}$, we may rewrite the Laplace operator $\Delta$ as follows (see [13] and [19]):

$$
\begin{equation*}
\Delta=-2 \operatorname{Re}\left(N^{*} N+\sum_{k=1}^{n} W_{k}^{*} W_{k}\right) \tag{6.4}
\end{equation*}
$$

Let $\Delta_{c r}$ be the restriction of $\Delta$ to $C^{\infty}\left(\mathbb{S}^{2 n+1}\right)$. Thus, by (6.2) and (6.4) tells us that

$$
\Delta_{c r}=\Delta_{\mathbb{S}}+\left.2 \operatorname{Re}\left(N^{*} N\right)\right|_{C^{\infty}\left(\mathbb{S}^{2 n+1}\right)}
$$

Thus $\Delta_{c r}$ is globally defined on $\mathbb{S}^{2 n+1}$ and by (6.1) and (6.3), we know that it is fully explicitly defined. Notice that the operator $\Delta_{\mathbb{S}}$ is elliptic. However, $\Delta_{c r}$ is only a sub-elliptic.
6.1. Heat kernel for elliptic Laplacian on $\mathbb{S}^{3}$. Recall the heat kernel for the Laplace-Beltrami operator:

$$
\Delta=-\frac{1}{2} \sum_{j=1}^{n} X_{j}^{*} X_{j}=\frac{1}{2} \sum_{j=1}^{n} X_{j}^{2}+\cdots
$$

Here $X_{1}, \ldots, X_{n}$ represent $n$ linearly independent vector fields on an $n$-dimensional manifold $\mathscr{M}_{n}$. When $\mathscr{M}_{n}$ is compact without boundary or relatively compact domain in $\mathbf{R}^{n}$, Greiner (see [19]) showed that the heat kernel takes the form

$$
P(x, y ; t)=\frac{1}{(2 \pi t)^{\frac{n}{2}}} e^{-\frac{d^{2}(x, y)}{2 t}}\left(a_{0}+a_{1} t+a_{2} t^{2}+\cdots\right)
$$

The $a_{j}$ 's are functions of $x$ and $y$. Note that

$$
\frac{\partial}{\partial t}\left(\frac{d^{2}(x, y)}{2 t}\right)+\frac{1}{2} \sum_{j=1}^{n}\left(X_{j} \frac{d^{2}(x, y)}{2 t}\right)^{2}=0
$$

i.e., $\frac{d^{2}(x, y)}{2 t}$ is a solution of the Hamilton-Jacobi equation.

We are interested in finding the solving kernels for the operators $\frac{\partial}{\partial t}-\Delta_{c r}$. It is reasonable to expect the kernel has the form:

$$
P_{c r}(x, y ; t)=\frac{c}{t^{\alpha}} e^{-S(x, y ; t)} \quad \text { for some suitable } \alpha
$$

See, for example, Beals-Gaveau-Greiner [3, 4] and Calin-Chang-Greiner [9].
The modified complex action function $S(x, y ; t)$ plays the role of $\frac{d^{2}(x, y)}{2 t}$ in the Riemannian cases and satisfies the Hamilton-Jacobi equation

$$
\frac{\partial S}{\partial t}+H\left(x, y, \frac{\partial S}{\partial x}, \frac{\partial S}{\partial y}\right)=0
$$

In our case, we need to find a solution $S$ of the following equation induced by $\frac{\partial}{-} \Delta_{c r}$ :

$$
\begin{equation*}
0=\frac{\partial S}{\partial t}+\frac{1}{2}\left[\left(\frac{\partial S}{\partial \theta}\right)^{2}+\frac{1}{\cos ^{2} \theta}\left(\frac{\partial S}{\partial \phi}\right)^{2}\right] . \tag{6.5}
\end{equation*}
$$

This is a first order partial differential equation whose solution can be found in the form of an action integral $S$ along the bicharacteristics $\eta+H$; thus

$$
H(\theta, \omega, \tau)=\frac{1}{2}\left\{\omega^{2}+\frac{\tau^{2}}{\cos ^{2} \theta}-\tau^{2}\right\}
$$

In fact, $\theta(s), \phi(s)$ and $\omega(s)$ may be obtained from the reduced Hamiltonian

$$
H=\frac{1}{2}\left(\omega^{2}+\tau^{2} \cdot \tan ^{2} \theta\right)
$$

as solutions of

$$
\begin{equation*}
\dot{\theta}=\omega= \pm \sqrt{2 H-\tau^{2} \cdot \tan ^{2} \theta}, \quad \text { and } \quad \dot{\phi}=\tau \cdot \tan ^{2} \theta \tag{6.6}
\end{equation*}
$$

In other words, (6.6) yields

$$
\begin{aligned}
\pm \frac{d \theta}{d s} & =\sqrt{2 H-\frac{2 \tau^{2}}{1+\cos (2 \theta)}} \\
& =\frac{|\tau| k}{\sin (2 \theta)} \frac{k^{2}-1}{k^{2}} \sqrt{1-\left(\frac{k^{2}}{k^{2}-1} \cos (2 \theta)-\frac{1}{k^{2}-1}\right)^{2}}
\end{aligned}
$$

with $k^{2}=\frac{2 H}{\tau^{2}}$. In other words, one has

$$
\frac{d\left(\frac{k^{2}}{k^{2}-1} \cos (2 \theta)-\frac{1}{k^{2}-1}\right)}{\sqrt{1-\left(\frac{k^{2}}{k^{2}-1} \cos (2 \theta)-\frac{1}{k^{2}-1}\right)^{2}}}= \pm 2|\tau| k d s
$$

This yields

$$
\begin{equation*}
\frac{k^{2}}{k^{2}-1} \cos (2 \theta)-\frac{1}{k^{2}-1}=\sin \left( \pm 2|\tau| k\left(s-s_{0}\right)\right) \tag{6.7}
\end{equation*}
$$

with some $s_{0}$ still to be determined. When $s=0$, (6.7) becomes

$$
1=\sin \left( \pm 2|\tau| k s_{0}\right)
$$

Using an addition formula and expanding the sine function in (6.7), we have

$$
\begin{equation*}
\frac{k^{2}}{k^{2}-1} \cos (2 \theta)-\frac{1}{k^{2}-1}=\cos (2|\tau| k s) \tag{6.8}
\end{equation*}
$$

Subtracting 1 from each side leads of (6.8), we obtain

$$
\begin{equation*}
\sin ^{2} \theta(s)=\left(1-\frac{\tau^{2}}{2 H}\right) \sin ^{2}(\sqrt{2 H} s) \tag{6.9}
\end{equation*}
$$

On the other hand, the second equation $\dot{\phi}=\tau \cdot \tan ^{2} \theta$ in (6.6) and

$$
\cos ^{2}(\theta(s))=\cos ^{2}(\sqrt{2 H} s)+\frac{\tau^{2}}{2 H} \sin ^{2}(\sqrt{2 H} s)=\frac{1+\frac{\tau^{2}}{2 H} \tan ^{2}(\sqrt{2 H} s)}{1+\tan ^{2}(\sqrt{2 H} s)}
$$

imply that

$$
d \phi=\frac{d\left(\frac{\tau}{\sqrt{2 H}} \tan (\sqrt{2 H} s)\right.}{1+\left(\frac{\tau}{\sqrt{2 H}} \tan (\sqrt{2 H} s)\right)^{2}}
$$

Assume that $\phi(0)=0$, then the $\phi$-component of the bicharacteristic of $\Delta_{\mathbb{S}}$ is given by

$$
\begin{equation*}
\phi(s)=\tan ^{-1}\left(\frac{\tau}{\sqrt{2 H}} \tan (\sqrt{2 H} s)\right) \tag{6.10}
\end{equation*}
$$

which can be extended to all $s>0$.
Now we may choose parameters $H$ and $\tau$ so that $\phi(1)=\phi$ and $\theta(1)=\theta$. Then (6.9) and (6.10) imply that

$$
\frac{\sin ^{2} \theta}{\sin ^{2}(\sqrt{2 H} t)}=1-\frac{\tau^{2}}{2 H}=1-\frac{\tan ^{2} \phi}{\tan ^{2}(\sqrt{2 H} t)}
$$

This implies that

$$
\sin ^{2}(\sqrt{2 H} t)-\cos ^{2}(\sqrt{2 H} t) \cdot \tan ^{2} \phi=\sin ^{2} \theta
$$

Substracting 1 from each sides of the above equation gives us

$$
\cos (\sqrt{2 H} t)=\cos \theta \cdot \cos \phi
$$

Thus

$$
\sqrt{2 H} t=\cos ^{-1}(\cos \theta \cdot \cos \phi)+2 k \pi=\zeta+2 k \pi, \quad k \in \mathbf{Z}
$$

where $\cos \zeta=\cos \theta \cdot \cos \phi$; the angle $\zeta$ subtends the $\operatorname{arc}$ from $(1,0, \ldots, 0)$ to the point $z$. Therefore, the equation $\dot{S}=\omega \cdot \dot{\theta}+\tau \cdot \dot{\phi}-H$ implies that $\dot{S}=H=\frac{E^{2}}{2}$. Hence we have

$$
\begin{equation*}
S=H t=\frac{\left(\cos ^{-1}(\cos \theta \cdot \cos \phi)+2 k \pi\right)^{2}}{2 t}=\frac{(\zeta+2 k \pi)^{2}}{2 t}, \quad k \in \mathbf{Z} \tag{6.11}
\end{equation*}
$$

It is easy to check that $S$ satisfies the Hamilton-Jacobi equation (6.5). In conclusion, we have the following theorem for elliptic Laplacian on $\mathbb{S}^{3}$.

Theorem 6.1. Given $z, w \in \mathbb{S}^{3}$, let $\zeta$ be the angle which subtends the arc that joins $z$ and $w$ on a great circle, $0 \leq \zeta<\pi$. Then the heat kernel $P_{\mathbb{S}}$ of $\Delta_{\mathbb{S}}$ on $\mathbb{S}^{3}$ is given by

$$
P_{\mathbb{S}}(z, w, ; t)=\frac{e^{\frac{t}{2}}}{(2 \pi t)^{\frac{3}{2}}} \sum_{k \in \mathbf{Z}} e^{-\frac{(\zeta+2 k \pi)^{2}}{2 t}} \varphi(\zeta+2 k \pi),
$$

where

$$
\varphi(\zeta)=\left(\frac{\zeta}{\sin \zeta}\right)
$$

6.2. Heat kernel for subLaplacian on $\mathbb{S}^{3}$. Let $P_{c r}(z, w ; t)$ be the heat kernel of $\Delta_{c r}$ with pole at $z$ which satisfies

$$
\begin{align*}
\frac{\partial P_{c r}}{\partial t}-\Delta_{c r} P_{c r} & =0  \tag{6.12}\\
\lim _{t \rightarrow 0^{+}} P_{c r} & =\delta(z-w) .
\end{align*}
$$

Since $\Delta_{c r}$ is invariant with respect to complex (unitary) rotations of $\mathbf{C}^{n+1}$, it follows that $P_{c r}(z, w ; t)$ is a function depending only on one complex variable

$$
z \cdot \bar{w}=\sum_{k=1}^{n+1} z_{k} \cdot \bar{w}_{k}=z_{1} \cdot \bar{w}_{1}+\cdots+z_{n+1} \cdot \bar{w}_{n+1}=\cos \theta \cdot e^{i \phi}
$$

and its complex conjugate $\bar{z} \cdot w$, or of 2 real variables $\theta$ and $\phi$ with $0 \leq \theta \leq \frac{\pi}{2}$ and $0 \leq \phi \leq 2 \pi$. Thus, we may write

$$
P_{c r}(z, w ; t)=P_{c r}(|z \cdot w|, \arg (z \cdot w) ; t)=P_{c r}(\cos \theta, \phi ; t) .
$$

In particular, we may assume that $z=(1,0, \ldots, 0)$, and then $w_{1}=z \cdot \bar{w}=\cos \theta \cdot e^{i \phi}$. One extends $\theta, \phi$ to a complex system of spherical coordinates $(\theta, \phi)=\left(\theta_{1}, \ldots, \theta_{n}, \phi_{1}, \ldots, \phi_{n}, \phi_{n+1}\right)$ on $\mathbb{S}^{2 n+1}$, and then $w$ can be identified as $(\theta, \phi)$. Hence, $\Delta_{c r}$ restricted to functions of $\theta$ and $\phi$ yields the operator

$$
\begin{equation*}
\mathscr{L}_{c r}=\frac{1}{2} \frac{\partial^{2}}{\partial \theta^{2}}+((n-1) \cot \theta+\cot (2 \theta)) \frac{\partial}{\partial \theta}+\frac{1}{2} \tan ^{2} \theta \cdot \frac{\partial^{2}}{\partial \phi^{2}} . \tag{6.13}
\end{equation*}
$$

It is obvious that $\mathscr{L}_{c r}$ is not elliptic since $\frac{1}{2} \tan ^{2} \theta \cdot \frac{\partial^{2}}{\partial \phi^{2}}$ vanishes at $\theta=0$. However, we know that

$$
\left[\frac{\partial}{\partial \theta}, \tan \theta \frac{\partial}{\partial \phi}\right]=\frac{1}{\cos ^{2} \theta} \cdot \frac{\partial}{\partial \phi}
$$

which does not vanish at $\theta=0$, hence $\mathscr{L}_{c r}$ is a sub-elliptic operator of step 2.
We can follow the idea in Greiner's celebrated paper [19] to look for a solution $S_{c r}$ of the Hamilton-Jacobu equation induced by the sub-elliptic heat equation $\frac{\partial}{\partial t}-\mathscr{L}_{c r}$ :

$$
\begin{equation*}
0=\frac{\partial S_{c r}}{\partial t}+\frac{1}{2}\left[\left(\frac{\partial S_{c r}}{\partial \theta}\right)^{2}+\left(1-\frac{1}{\cos ^{2} \theta}\right)\left(\frac{\partial S_{c r}}{\partial \phi}\right)^{2}\right] \tag{6.14}
\end{equation*}
$$

in the form of an action integral along the bicharacteristics $\eta+H$ with

$$
H(\theta, \omega, \tau)=\frac{1}{2}\left(\omega^{2}+\tan ^{2} \theta \cdot \tau^{2}\right)
$$

as solutions of

$$
\dot{\theta}=-\omega=\sqrt{2 H-\tan ^{2} \theta \cdot \tau^{2}} \quad \text { and } \quad \dot{\phi}=\tan ^{2} \theta \cdot \tau
$$

The first equation above yields

$$
\begin{aligned}
\pm \frac{d \theta}{d s} & =\sqrt{2 H+\left(1-\frac{2}{1+\cos (2 \theta)}\right) \tau^{2}} \\
& =\frac{|\tau|}{\sin (2 \theta)} \frac{k^{2}}{\sqrt{k^{2}+1}} \sqrt{1-\left(\frac{k^{2}+1}{k^{2}} \cos (2 \theta)-\frac{1}{k^{2}}\right)^{2}}
\end{aligned}
$$

where $k^{2}=\frac{2 H}{\tau^{2}}$. Now by standard method, one has

$$
\begin{equation*}
\frac{k^{2}+1}{k^{2}} \cos (2 \theta)-\frac{1}{k^{2}}=\sin \left( \pm 2|\tau| \sqrt{k^{2}+1}\left(s-s_{0}\right)\right) \tag{6.15}
\end{equation*}
$$

with some $s_{0}$ that we need to determined later. When $s_{0}=0$, (6.15) becomes

$$
1=\sin \left( \pm 2|\tau| \sqrt{k^{2}+1} s\right)
$$

Using the addition formula of the sine function in (6.15) gives us

$$
\frac{k^{2}+1}{k^{2}} \cos (2 \theta)-\frac{1}{k^{2}}=\cos \left(2|\tau| \sqrt{k^{2}+1} s\right)
$$

Then substract 1 from each side leads to

$$
\sin ^{2}(\theta(s))=\frac{E^{2}}{E^{2}+\tau^{2}} \sin ^{2}\left(\left(E^{2}+\tau^{2}\right) s\right)
$$

Hence,

$$
\begin{aligned}
& 1-\sin ^{2}(\theta(s)) \\
= & 1-\frac{E^{2}}{E^{2}+\tau^{2}} \sin ^{2}\left(\left(E^{2}+\tau^{2}\right) s\right) \\
= & \left(1+\frac{\tau^{2}}{E^{2}+\tau^{2}} \tan ^{2}\left(\sqrt{E^{2}+\tau^{2}} s\right) \cdot\left(1+\tan ^{2}\left(\sqrt{E^{2}+\tau^{2}} s\right)\right)^{-1}\right.
\end{aligned}
$$

Combining with $\dot{\phi}=\tan ^{2} \theta \cdot \tau$, we conclude that

$$
\begin{aligned}
d \phi= & -\tau d s+\frac{\tau d s}{\cos ^{2} \theta(s)} \\
= & -\tau d s+d\left(\frac{\tau}{\sqrt{E^{2}+\tau^{2}}} \tan \left(\sqrt{E^{2}+\tau^{2}} s\right)\right) \\
& \times\left(1+\frac{\tau}{\sqrt{E^{2}+\tau^{2}}} \tan \left(\sqrt{E^{2}+\tau^{2}} s\right)\right)^{-2}
\end{aligned}
$$

which implies that

$$
\phi(s)-\phi(0)=\tan ^{-1}\left(\frac{\tau}{\sqrt{E^{2}+\tau^{2}}} \tan \left(\sqrt{E^{2}+\tau^{2}} s\right)\right)-\tau s
$$

In order to find the action function $S=H t=\frac{E^{2}}{2} t$, we may assume that $\phi(0)=0$. Then at $s=t$, one has

$$
\begin{equation*}
\tan (\phi+\tau t)=\frac{\tau}{\sqrt{E^{2}+\tau^{2}}} \tan \left(\sqrt{E^{2}+\tau^{2}} t\right) \tag{6.16}
\end{equation*}
$$

Applying standard argument, we have

$$
S=H t=\frac{-(\tau t)^{2}+\left(\cos ^{-1}(\cos \theta \cdot \cos (\phi+\tau t))+2 k \pi\right)^{2}}{2 t}
$$

Since $\tau$ does not appear in the final form of $P_{c r}$, so we may use an old trick to sum over $v=\tau t$ where $\tau$ is treated as a running parameter, even though $\phi(0)=0$ in (6.16) is supposed to fix it.

Denote

$$
\gamma(v)=-v^{2}+\left(\cos ^{-1}(\cos \theta \cdot \cos (\phi+v))\right)^{2}
$$

then $S$ will be positive on the imaginary axis so we set $g(v)=\gamma(-i v)$ and obtain

$$
\begin{aligned}
g(v) & =v^{2}+\left(\cos ^{-1}(\cos \theta \cdot \cos (\phi-i v))\right)^{2}=v^{2}+v^{2} \\
& =v^{2}-\left(\cosh ^{-1}(\cos \theta \cdot \cosh (v+i \phi))\right)^{2}=v^{2}-\rho^{2}
\end{aligned}
$$

where

$$
\cos v=\cos \theta \cdot \cos (\phi-i v)=\cosh \rho, \quad \rho=i v
$$

In summary, we have the following theorem.
Theorem 6.2. The heat kernel $P_{c r}$ of $\Delta_{c r}$ on $\mathbb{S}^{3}$ is given by

$$
P_{c r}(z, w, ; t)=\frac{e^{\frac{t}{2}}}{(2 \pi t)^{2}} \sum_{k \in \mathbf{Z}} \int_{-\infty}^{+\infty} e^{-\frac{\left(v^{2}-(\rho+2 k i \pi)\right)^{2}}{2 t}}\left(\frac{\rho}{\sinh \rho}\right) d v
$$

where $(\theta, \phi) \neq(0, \pi)$.

## 7. Real-world Applications

We conclude with a represetative real-world application that utilizes the kernel and manifold concept, specifically clinical data modeling. Modeling patient clinical records, such as Electronic Health Records (EHRs), is complicated for multiple reasons. Among complicating factors are those that arise from both the need to compare patient records across patients and the necessity to model the duration between medical events, where the duration and the impact of that duration varies.

In [36, 37], a kernel method to model graph-based medical data was proposed. The disclosed approach provides similarity measurements across patient records. In [11, 38], the authors further discussed how distance affects EHR representation learning. They demonstrated the performance difference between Euclidean and cosine distance-defined kernel functions. In most cases, cosine rather than Euclidean distance performs better due to its spherical properties. The degree of improvement using cosine rather than Euclidean distance roughly correlated to the duration of the affliction treated, the longer the affliction the greater was the improvement. Note, however, that for predominantly one-shot treatment ailments, such as those diseases treated by a single regimen of antibiotics, Euclidean distance often performed slightly, but rarely statistically significantly, better. The aforementioned approach, trained and relying on nationalized health records, is in limited clinical use and is disclosed in [16].

Most recently, in [39], the authors identified the representation difference between Euclidean and cosine distance manifolds and how they benefit self-supervised contrastive learning [25]. Such difference enhances self-supervised learning by discovering robust representations of complex patient medical records across different geometries. The geometry properties are built along with Euclidean and cosine distance manifolds.
Remark. We may consider a manifold with negative curvature also. In that case, we need to approximate the manifold in a local neighborhood using a hyperbolic space:

$$
\mathbf{h}^{n}=\left\{x \in \mathbf{R}^{n}:|x|<2\right\} \quad \text { with } \quad g_{\mathbf{h}}=4 \frac{\sum_{j=1}^{n} d x_{j} \otimes d x_{j}}{\left(4-|x|^{2}\right)^{2}}
$$

One may construct the heat kernel $K_{n}^{\mathbf{h}}(t, \rho(x, y))$ on the hyperbolic space as follows:

$$
K_{n}^{\mathbf{h}}(t, \rho(x, y))=\frac{e^{-\ell^{2} t}}{(2 \pi)^{\ell}(4 \pi t)^{\frac{1}{2}}}\left(\frac{-1}{\sinh \rho} \frac{\partial}{\partial \rho}\right)^{\ell} e^{-\frac{\rho^{2}}{4 t}}, n=2 \ell+1
$$

and

$$
K_{n}^{\mathbf{h}}(t, \rho(x, y))=\frac{e^{-\left(2 \ell_{1}\right)^{2} t / 4}}{2(2 \pi)^{\ell}(2 \pi t)^{\frac{3}{2}}}\left(\frac{-1}{\sinh \rho} \frac{\partial}{\partial \rho}\right)^{\ell} \int_{r}^{\infty} \frac{s e^{-\frac{s^{2}}{4 t}}}{(\cosh (s)-\cosh \rho)^{\frac{1}{2}}}, n=2 \ell+2
$$

The method to obtain the result is inspired by results in [15] and [18]. We omit the details here.
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