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EXISTENCE OF CONSTANT SIGN AND NODAL SOLUTIONS FOR A CLASS OF
(p,q)-LAPLACIAN-KIRCHHOFF PROBLEMS
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Abstract. This paper is dedicated to studying a (p,q)-Laplacian-Kirchhoff type equation. We prove the
existence of three bounded solutions (one positive, one negative, and one nodal with precisely two nodal
domains) by applying the Nehari manifold along with a quantitative deformation lemma and truncation
technique.
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1. INTRODUCTION AND STATEMENT OF RESULTS

Let Ω ⊆ RN , N ≥ 2, be a bounded domain with Lipschitz boundary ∂Ω. In this paper,
we study the existence of constant sign and nodal solutions to the following (p,q)-Laplacian-
Kirchhoff type equation{
−(1+a

∫
Ω
|∇u|pdx)∆pu− (1+b

∫
Ω
|∇u|qdx)∆qu+V (x)(up−1 +uq−1) = f (u), in Ω,

u = 0, on ∂Ω,
(1.1)

where a, b > 0, 1 < p < q < N < 2q < q∗, q∗ = Nq
N−q is the critical Sobolev exponent, and

∆tu = div(|∇u|t−2∇u) with t ∈ {p,q} denotes the usual t-Laplace operator.
Throughout the paper, we require the following conditions:
(A1) V ∈ C (Ω,R) and there exists V0 > 0 such that V0 = infx∈ΩV (x);
(A2) f ∈ C 1(R,R) and there exists a constant r ∈ (2q,q∗) such that lim|t|→+∞

f (t)
|t|r−1 = 0;

(A3) lim
t→±∞

f (t)
|t|2q−2t =+∞;

(A4) lim
t→0

f (t)
|t|p−2t = 0;

(A5)
f (t)
|t|2q−1 is a strictly increasing function on (−∞,0) and on (0,+∞);

If a = b = 0 and V (x) = 0, equation (1.1) is reduced to a (p,q)-Laplacian equation{
−∆pu−∆qu = f (x,u), in Ω,

u = 0, on ∂Ω,
(1.2)
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which appears as a steady state of a general reaction-diffusion system

ut = div [K(u)∇u]+h(x,u), (1.3)

where K(u) = |∇u|p−2 + |∇u|q−2. It appears not only in the field of physics, but also in the
fields of biophysics, plasma physics, and chemical reaction design. In most instances, function u
describes a concentration and the first term on the right of (1.3) corresponds to the diffusion with
diffusion coefficient K(u), while the second term on the right of (1.3) relates to the source and
loss process. Usually, in these types of applications, h(x,u) is a polynomial of u with variable
coefficients; see, e.g., [1] and the references therein for further details on the applications.
Mugnai and Papageorgiou in [2] demonstrated that the superlinear (p,q)-Laplacian equations
(1.2) without the Ambrosetti-Rabinowitz condition has at least three nontrivial solutions. When
weight V is continuous, positive, and coercive, an existence result on problem (1.2) in RN was
obtained in [3]. For recent results on (p,q)-Laplacian equations and problem (1.2), we refer to
[4, 5, 6, 7, 8] and the references therein.

As we know, when a = b = 0 and p = q, equation (1.1) turns out to be a p-Schrödinger
equation of the form

−∆pu+V (x)up−1 = f (x,u), (1.4)

which was studied both in bounded domain [9, 10] and in RN [11, 12, 13].
When p = q = 2, equation (1.4) is reduced to a well-known Schrödinger equation, which

was wildly studied and some recent results on problem (1.4) were obtained in [14, 15]. When
a = b 6= 0, p = q > 1, we obtain the following Kichhoff type equation involving p-Laplace
operator {

−(1+a
∫

Ω
|∇u|pdx)∆pu+V (x)up−1 = f (x,u), in Ω,

u = 0, on ∂Ω.
(1.5)

It is widely known that the variational problems involving nonlocal operators are much more
difficult and challenging. In the last decade, much attention was focused on the non-local
operators; see, e.g., [16, 17, 18, 19, 20, 21] and the references therein. For instance, combining
the constraint variational method and the quantitative deformation lemma, Rasouli, Fani, and
Khademloo [21] proved that problem (1.5) possesses one sign-changing solution when V (x) = 0
and f (x,u) = f (u). The existence result of multiple solutions and sign-changing ground state
solutions for the above problem was obtained in [20] and [22], respectively. In [19], by the
variational methods, penalization techniques and Lyusternik-Schnirelmann theory, Jia and Li
[19] proved the existence, multiplicity, and concentration of solutions for the equation (1.5) in
RN .

In this paper, we investigate multiple solutions for problem (1.1) in a more general case that
p 6= q. We emphasize that we are considering the sum of two nonlocal operators (

∫
RN |∇u|pdx)∆pu

and (
∫
RN |∇u|qdx)∆pu with p < q. The appearance of the nonlocal operators has caused some

mathematical difficulties, which makes the research on this type of problem particularly inter-
esting. In the non-local problems, only a few recent works deal with (p,q)-Laplacian. Although
problem (1.1) has a variational structure, the main difficulty in the application of classical varia-
tional tools is the lack of homogeneity for (p,q)-Laplace operators. Our results encompass and
improve the corresponding results presented in [21, 22] to the (p,q)-Laplacian Kirchhoff type
equations.
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Inspired by the facts above and [23, 24], we here demonstrate the existence of three solu-
tions to problem (1.1) by applying the Nehari manifold along with truncation and comparison
techniques, and critical point theory, which presents the novelty of the research on problem
(1.1). As far as we know, there are few results on the (p,q)-Laplacian Kirchhoff type equations
[23, 25], but there are no results on multiple solutions to problem (1.1). So this work may be
the first result in this direction.

Throughout the paper, we assume that

1 < p < q < N,
Nq

N +q
< p. (1.6)

It is easy to see that the second inequality in (1.6) implies q < p∗. We now state our main
results.

Theorem 1.1. Assume that conditions (A1)-(A5) and (1.6) hold. Then problem (1.1) admits at
least three nontrivial solutions u+, u−, w, where u+ is positive, u− is negative, and w is nodal
with two nodal domains.

Theorem 1.2. Assume that conditions (A1)-(A5) and (1.6) hold. Then problem (1.1) admits
a solution u∗ such that I(u∗) = in fN I = c. Moreover, I(w) > 2c, where w is nodal solution
obtained in Theorem 1.1.

Remark 1.1. When p = q and V (x) = 0, by Theorem 1.1, we have the existence of constant
sign and nodal solutions to the following problem{

−(1+a
∫

Ω
|∇u|pdx)∆pu = f (u), in Ω,

u = 0, on ∂Ω.
(1.7)

In [21, 22], the authors only studied the existence of sign-changing ground state solutions to
problem (1.7). From this point of view, Theorem 1.1 could be viewed as some extension and
completeness of related results in [21, 22].

Theorem 1.3. Under the assumptions of Theorem 1.1, each solution to problem (1.1) is bounded.

Remark 1.2. In order to obtain the boundedness of solutions to problem (1.1), we use a variant
of the Moser iteration argument [26].

The rest of this paper is organized as follows. In Section 2, we present some notation and
technical lemmas. We prove Theorem 1.1 and Theorem 1.2 in Section 3. Section 4 is devoted
to the proof of Theorem 1.3.

2. PRELIMINARIES

To prove our main results, we need the following notation and useful results. Let Ω ⊆
RN , N ≥ 2 be a bounded domain and 1 < p < q < ∞. For 1 ≤ s ≤ ∞, we denote by | · |s
the norm in Ls(Ω). For 1 < t < ∞ and t < N, under the condition (A1), we consider the Sobolev
space W 1,t

0 (Ω) endowed with the norm ‖u‖tt =
∫

Ω
(|∇u|t +V (x)|u|t)dx. By condition (A1), we

obtain the continuous embeddings W 1,t
0 (Ω) ↪→ Lt̄(Ω) for t ≤ t̄ ≤ t∗, which implies there is a

constant ct̄ > 0 such that
|u|t̄ ≤ ct̄‖u‖t , ∀u ∈W 1,t

0 (Ω), (2.1)
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where t∗ denotes the critical Sobolev exponent of t, i.e., t∗ = Nt/(N− t). These embeddings
are compact for t̄ < t∗. We define X = W 1,p

0 (Ω)∩W 1,q
0 (Ω) equipped with the norm ‖u‖X =

‖u‖p +‖u‖q.
The energy functional associated with problem (1.1) is given by

I(u) =
1
p
‖u‖p

p +
a

2p
|∇u|2p

p +
1
q
‖u‖q

q +
b
2q
|∇u|2q

q −
∫

Ω

F(u)dx,

for all u ∈ X . We see that I is of class C 1 in X and, for any u, v ∈ X ,

〈I
′
(u),v〉= (1+a|∇u|pp)

∫
Ω

|∇u|p−2
∇u ·∇vdx+(1+b|∇u|qq)

∫
Ω

|∇u|q−2
∇u ·∇vdx

+
∫

Ω

V (x)(|u|p−2 + |u|q−2)uvdx−
∫

Ω

f (u)vdx.
(2.2)

It is known that the solutions to problem (1.1) are the critical points of the functional I. More-
over, if u ∈ X is a solution to problem (1.1) and u± 6= 0, then u is the sign-changing solution to
problem (1.1), where u+ = max{u,0} and u− = min{u,0}. It is easy to see that

I(u) = I(u+)+ I(u−)+ a
p |∇u+|pp|∇u−|pp + b

q |∇u+|qq|∇u−|qq, (2.3)

〈I ′(u),u+〉= 〈I ′(u+),u+〉+a|∇u+|pp|∇u−|pp +b|∇u+|qq|∇u−|qq, (2.4)

〈I ′(u),u−〉= 〈I ′(u−),u−〉+a|∇u+|pp|∇u−|pp +b|∇u+|qq|∇u−|qq. (2.5)

In the following, we consider two functionals I± : X → R defined by

I±(u) =
1
p
‖u‖p

p +
a

2p
|∇u|2p

p +
1
q
‖u‖q

q +
b

2q
|∇u|2q

q −
∫

Ω

F(u±)dx.

Define the Nehari manifold associated with I by

N =
{

u ∈ X \{0} : 〈I
′
(u),u〉= 0

}
.

Cerami condition [27] is a variant of (PS) condition: the functional I satisfies the Cerami con-
dition if: any Cerami sequence, i.e., {un} ⊂ X satisfies |I(un)| ≤ M1, for some M1 > 0 and
(1+‖un‖X)I

′
(un)→ 0, has a (strongly) convergent subsequence. The abstract tool used in this

article is the following version of the mountain pass theorem [28].

Theorem 2.1. Let X be a Banach space and h : X → R be a local Lipschitz function with
h(0) = 0. Suppose that there exist an element e ∈ X and constants ρ,η > 0 such that
(i) h(u)≥ η for all u ∈ X with ‖u‖X = ρ;
(ii) there exists e ∈ X with ‖e‖X > ρ such that h(e)< 0;
(iii) h satisfies Cerami condition.
Then h has a critical value c = infγ∈Γ maxt∈[0,1] h(γ(t)), where Γ = {γ ∈ C ([0,1],X) : γ(0) =
0,γ(1) = e}.

In what follows, we give the following compactness result, which is crucial for the existence
of solutions to problem (1.1).

Lemma 2.1. Assume that conditions (A1)-(A5) and (1.6) hold. Then I± satisfy the Cerami
condition.
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Proof. We discuss the proof only for I+, while the proof for I− follows similarly.Let {un} be a
Cerami sequence such that

|I+(un)| ≤M1, for some M1 > 0, (2.6)

and

(1+‖un‖X)I
′
+(un)→ 0. (2.7)

From (2.2) and (2.7), for any v ∈ X and εn→ 0, we obtain that∣∣∣∣(1+a|∇un|pp)
∫

Ω

|∇un|p−2
∇un ·∇vdx+(1+b|∇un|qq)

∫
Ω

|∇un|q−2
∇un ·∇vdx

+
∫

Ω

V (x)(|un|p−2 + |un|q−2)unvdx−
∫

Ω

f (u+n )vdx
∣∣∣∣≤ εn‖v‖X

1+‖un‖X

(2.8)

Let v = u−n ∈ X in (2.8) and note that

(1+a|∇un|pp)
∫

Ω

|∇u−n |pdx+(1+b|∇un|qq)
∫

Ω

|∇u−n |qdx+
∫

Ω

V (x)(|u−n |p + |u−n |q)dx≤ εn,

which implies that ‖u−n ‖X → 0 as n→+∞. Hence,

u−n → 0 in X . (2.9)

From (2.4), (2.6), and (2.9), we obtain

I+(u+n )−
1

2q
〈I
′
+(un),u+n 〉

=

(
1
p
− 1

2q

)
‖u+n ‖p

p +

(
1

2p
− 1

2q

)
a|∇u+n |2p

p +
1
2q
‖u+n ‖q

q +
∫

Ω

[
1

2q
f (u+n )u

+
n −F(u+n )

]
dx

≤M2,

for some M2 > 0.
Claim 1: The sequence {u+n } ⊆ X is bounded.
We argue by contradiction and suppose that by passing to a subsequence if necessary

‖u+n ‖X →+∞, as n→+∞. (2.10)

Let φn =
u+n
‖u+n ‖X

for all n ∈ N. It is easy to see that ‖φn‖X = 1 and φn ≥ 0 for all n ∈ N. Hence,
we may assume that, up to a subsequence, there exists φ ∈ X such that

φn ⇀ φ , weakly in X , (2.11)

φn→ φ , strongly in Ls(Ω), 1≤ s < q∗.

First, we suppose that φ 6= 0 and set Ω
+
φ
= {x ∈ Ω : φ(x) > 0}. Obviously, |Ω+

φ
| > 0. Then, it

follows from (2.11) that u+n →+∞ for a.e. x ∈Ω
+
φ

as n→+∞. Together with (A3) and Fatou’s
Lemma, we can infer

lim
n→+∞

∫
Ω
+
φ

F(u+n )

‖u+n ‖2q
X

dx =+∞. (2.12)



350 J. YANG, H. CHEN

It follows from (A2) and (A3) that there exists M3 > 0 such that, for any t ∈ R, F(t) ≥ −M3,
which together with (2.10) and (2.12) yields∫

Ω

F(u+n )

‖u+n ‖2q
X

dx =
∫

Ω
+
φ

F(u+n )

‖u+n ‖2q
X

dx+
∫

Ω\Ω+
φ

F(u+n )

‖u+n ‖2q
X

dx

≥
∫

Ω
+
φ

F(u+n )

‖u+n ‖2q
X

dx− M3

‖u+n ‖2q
X

|Ω| →+∞.

(2.13)

On the other hand, it follows from (2.9) and (2.6) that∫
Ω

F(u+n )

‖u+n ‖2q
X

dx≤
‖φn‖p

p

p‖u+n ‖2q−p
X

+
a|∇φn|2p

p

2p‖u+n ‖2q−2p
X

+
‖φn‖q

q

q‖u+n ‖q
X
+

b|∇φn|2q
q

2q
+

M1

‖u+n ‖2q
X

,

yielding a contradiction to (2.13).
Next, we deal with the case φ = 0. Set vn = (qk)

1
q φn, where k ≥ 1 and n ∈ N. From the

definition of φn, we obtain

vn ⇀ 0, weakly in X ,

vn→ 0, strongly in Ls(Ω), 1≤ s < q∗.

Hence,

lim
n→+∞

∫
Ω

F(vn)dx = 0. (2.14)

We let tn ∈ [0,1] such that

I(tnu+n ) = max{I(tu+n ) : 0≤ t ≤ 1}. (2.15)

In view of ‖u+n ‖X →+∞, there exists n1 ∈ N such that, for all n≥ n1,

0 <
(qk)

1
q

‖u+n ‖X
≤ 1. (2.16)

From p < q and ‖φn‖p ≤ ‖φn‖X = 1, we observe that ‖φn‖p
p ≥ ‖φn‖q

p. Using this inequality and

zq +wq ≥Cq(z+w)q, for all z, w≥ 0, q > 1, (2.17)

and (2.14)-(2.16), we derive that

I(tnu+n )≥ I(vn)

=
1
p
(qk)

p
q ‖φn‖p

p +
a

2p
(qk)

2p
q |∇φn|2p

p + k‖φn‖q
q +

b
2q

(qk)2|∇φn|2q
q −

∫
Ω

F(vn)dx

≥min
{

1
p

q
p
q ,1
}

k
p
q
[
‖φn‖p

p +‖φn‖q
q
]
−
∫

Ω

F(vn)dx

≥min
{

1
p

q
p
q ,1
}

k
p
q Cq +on(1).

Since k ≥ 1 is arbitrary, we can obtain that

lim
n→+∞

I(tnu+n ) = +∞. (2.18)

Recalling that I(u)≤ I+(u) for all u ∈ X with u≥ 0 and applying (2.6) and (2.9), we obtain

I(0) = 0, I(u+n )≤M4 (2.19)
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for all n ∈ N and some M4 > 0. Putting together (2.18) and (2.19), we obtain that there exists
n2 ≥ n1 such that tn ∈ (0,1) for all n≥ n2. From (2.15) we have 〈I′(tnu+n ), tnu+n 〉= on(1), which
is equivalent to

‖tnu+n ‖p
p +‖tnu+n ‖q

q +a|∇(tnu+n )|2p
p +b|∇(tnu+n )|2q

q −
∫

Ω

f (tnu+n )tnu+n dx = on(1). (2.20)

It follows from assumption (A5) and (2.20) that

I(tnu+n )−
1

2q
〈I
′
(tnu+n ), tnu+n 〉

=

(
1
p
− 1

2q

)
‖tnu+n ‖p

p +

(
1

2p
− 1

2q

)
a|∇(tnu+n )|2p

p +
1

2q
‖tnu+n ‖q

q

+
∫

Ω

[
1
2q

f (tnu+n )tnu+n −F(tnu+n )
]

dx

≤
(

1
p
− 1

2q

)
‖u+n ‖p

p +

(
1

2p
− 1

2q

)
a|∇u+n |2p

p +
1

2q
‖u+n ‖q

q

+
∫

Ω

[
1
2q

f (u+n )u
+
n −F(u+n )

]
dx

≤M5,

which implies that I(tnu+n )≤M5 for all n≥ n2 and some M5 > 0, which contradicts (2.18). This
completes the proof of Claim 1.

By Claim 1 and (2.9), we obtain that sequence {un}n≥1 ⊆ X is bounded. Therefore, up to a
subsequence, we may assume that there exists u ∈ X such that

un ⇀ u, weakly in X , (2.21)

un→ u, strongly in Ls(Ω), 1≤ s < q∗.

In the light of (2.21) we have

∇un ⇀ ∇u in Ls(Ω,RN) for s = p,q. (2.22)

Setting vn = un−u ∈ X in (2.8), taking the limit as n→+∞, and applying (2.21), we can infer
that

|∇un|p→ |∇u|p and |∇un|q→ |∇u|q. (2.23)
Combining (2.22) and (2.23), we obtain ∇un→ ∇u in Ls(Ω,RN) for s = p,q. From this and
(2.21), we have that un→ u in X . �

Now we prove that I± possess a mountain pass geometry.

Lemma 2.2. Assume that conditions (A1)-(A5) and (1.6) hold. Then functionals I± satisfy the
following conditions:
(i) there exist α,ρ > 0 such that I±(u)≥ α with ‖u‖X = ρ;
(ii) there exists e ∈ X with ‖e‖X > ρ such that I±(e)< 0.

Proof. We only give the proof for the functional I+, while the proof for the functional I− follows
similarly.

(i) From assumptions (A2) and (A4), for any ε > 0, there exists cε = c(ε)> 0 such that

| f (t)| ≤ ε|t|p−1 + cε |t|r−1, (2.24)
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|F(t)| ≤ ε

p
|t|p + cε

r
|t|r. (2.25)

Choosing ‖u‖X ≤ 1 and using 1 < p < q, we obtain ‖u‖p < 1. Thus ‖u‖p
p ≥ ‖u‖q

p. It follows
from (2.25), (2.1), and (2.17) that

I+(u)≥
1
p
‖u‖p

p +
a

2p
|∇u|2p

p +
1
q
‖u‖q

q +
b

2q
|∇u|2q

q −
ε

p
|u|pp−

cε

r
|u|rr

≥ 1
p
(1− cp

pε)‖u‖p
p +

1
q
‖u‖q

q−
cε

r
cr

r‖u‖r
X

≥min
{

1
p

(
1− cp

pε
)
,
1
q

}
Cq‖u‖q

X −
cε

r
cr

r‖u‖r
X

≥ c̃‖u‖q
X − c̃ε‖u‖r

X ,

where c̃ = min
{

1
p

(
1− cp

pε
)
, 1

q

}
Cq, c̃ε =

cε cr
r

r , and ε ∈ (0, 1
cp

p
). Taking into account that q < r,

there exists α > 0 such that I+(u)≥ α > 0 = I+(0) with ‖u‖X = ρ .
(ii) Fix u ∈ X with u(x)> 0 for a.e. x ∈Ω. Then applying (A3) and Fatou’s Lemma, we can

obtain that

I+(tu)

‖tu‖2q
X

≤ 1
p
‖u‖p

p

t2q−p‖u‖2q
X

+
a

2p
|∇u|2p

p

t2q−2p‖u‖2q
X

+
1
q
‖u‖q

q

tq‖u‖2q
X

+
a

2q
|∇u|2q

q

‖u‖2q
X

−
∫

Ω

F(tu+)
(tu+)2q

(
u+

‖u‖X

)2q

dx→−∞, as t→+∞.

�

At the end of this section, we give the proof of the existence of constant sign solutions to
problem (1.1).

Proposition 2.1. Assume that conditions (A1)-(A5) and (1.6) hold. Then problem (1.1) has at
least two nontrivial constant sign solutions u+, u− ∈ X such that u+(x)≥ 0 and u−(x)≤ 0, for
a.e. x ∈Ω.

Proof. It follows from Lemmas 2.1-2.2 and Theorem 2.1 that there exist u+, u− ∈ X such that
u+ ∈KI+, u− ∈KI− , where KI± = {u ∈ X \{0} : I′±(u) = 0}. Moreover, I+(u+) = c+ ≥ α >
0 = I+(0) and I−(u−) = c− ≥ α > 0 = I−(0), so u+ 6= 0 and u− 6= 0.

Finally we prove that u+ is non-negative and u− is non-positive. Indeed, recalling 〈I′+(u+),v〉=
0 and taking v = u−+ as a test function, we obtain

‖u−+‖p
p +‖u−+‖q

q +a|∇u−+|2p
p +b|∇u−+|2q

q = 0,

which implies that u−+ ≡ 0, that is, u+ ≥ 0. The proof of u− ≤ 0 follows similarly. �

3. SIGN-CHANGING SOLUTION

In this section, we give the existence of a sign-changing solution to problem (1.1) by virtue
of some idea due to Shuai [29]. Now, we introduce the following set:

M = {u ∈ X\{0} : 〈I′(u),u+〉= 〈I′(u),u−〉= 0}.

Obviously, set M contains all sign-changing solutions to problem (1.1).
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Lemma 3.1. Assume that conditions (A1)-(A5) and (1.6) hold. Then, for any u∈ X with u± 6= 0,
there exists a unique pair of (su, tu) of positive numbers such that suu++ tuu− ∈M .

Proof. Let u ∈ X with u± 6= 0 and denote

K = a
∫

Ω

|∇u+|pdx
∫

Ω

|∇u−|pdx, H = b
∫

Ω

|∇u+|qdx
∫

Ω

|∇u−|qdx.

From the definition of M , we can obtain that su++ tu− ∈M is equivalent to

〈I′(su++ tu−), su+〉= 〈I′(su++ tu−), tu−〉= 0.

That is,
sp‖u+‖p

p + sq‖u+‖q
q +as2p|∇u+|2p

p +bs2q|∇u+|2q
q + spt pK + sqtqH−

∫
Ω

f (su+)su+dx = 0,

t p‖u−‖p
p + tq‖u−‖q

q +at2p|∇u−|2p
p +bt2q|∇u−|2q

q + t pspK + sqtqH−
∫

Ω

f (tu−)tu−dx = 0.

(3.1)
Hence, our aim is to verify that there exists only one positive solution (s, t) of system (3.1).
Now, we consider the following system with a parameter λ ∈ [0,1].

sp‖u+‖p
p + sq‖u+‖q

q +as2p|∇u+|2p
p +bs2q|∇u+|2q

q +λ (spt pK + sqtqH)

−
∫

Ω

f (su+)su+dx = 0,

t p‖u−‖p
p + tq‖u−‖q

q +at2p|∇u−|2p
p +bt2q|∇u−|2q

q +λ (t pspK + sqtqH)

−
∫

Ω

f (tu−)tu−dx = 0.

(3.2)

Define
Λ :=

{
λ : λ ∈ [0,1] such that (3.2) is uniquely solvable in R+

}
,

and let
gλ (s, t) = sp‖u+‖p

p + sq‖u+‖q
q +as2p|∇u+|2p

p +bs2q|∇u+|2q
q +λ (spt pK + sqtqH)

−
∫

Ω

f (su+)su+dx

yλ (s, t) = t p‖u−‖p
p + tq‖u−‖q

q +at2p|∇u−|2p
p +bt2q|∇u−|2q

q +λ (t pspK + sqtqH)

−
∫

Ω

f (tu−)tu−dx.

We now demonstrate 0 ∈ Λ. Since g0(s, t) is independent of t and y0(s, t) is independent
of s, we only need to demonstrate that there exists a unique t > 0 such that g0(s, t) = 0, and
the case for y0(s, t) is similar. It follows from u+ 6= 0, (A2)-(A4) that g0(0, t) = 0, g0(s, t) > 0
for s > 0 small and g0(s, t) < 0 for s large. Assume that there exist 0 < s1 < s2 such that
g0(s1, t) = g0(s2, t) = 0. This indicates that

sp−2q
1 ‖u+‖p

p + s−q
1 ‖u

+‖q
q +as2p−2q

1 |∇u+|2p
p +b|∇u+|2q

q =
∫

Ω

f (s1u+)

s2q−1
1

u+dx

and

sp−2q
2 ‖u+‖p

p + s−q
2 ‖u

+‖q
q +as2p−2q

2 |∇u+|2p
p +b|∇u+|2q

q =
∫

Ω

f (s2u+)

s2q−1
2

u+dx.
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Subtracting the above two equations, we arrive at

0 <

(
1

s2q−p
1

− 1

s2q−p
2

)
‖u+‖p

p +

(
1
sq

1
− 1

sq
2

)
‖u+‖q

q +a

(
1

s2q−2p
1

− 1

s2q−2p
2

)
|∇u+|2p

p

=
∫

Ω

[
f (s1u+)

(s1u+)2q−1 −
f (s2u+)

(s2u+)2q−1

]
(u+)2qdx < 0,

which yields a contradiction due to (A5) and 0 < s1 < s2.
Claim Set Λ is open and closed in [0,1].
First, we prove that Λ is open in [0,1]. If λ0 ∈ Λ and (s̃, t̃) ∈ R+×R+ is the unique solution

to (3.2) with λ = λ0, direct calculations present that

∂gλ (s, t)
∂ s

|(s̃,t̃) = (p−2)s̃p−1‖u+‖p
p +(q−2)s̃q−1‖u+‖q

q +(2p−2)as̃2p−1|∇u+|2p
p

+(2q−2)bs̃2q−1|∇u+|2q
q +λ0[(p−1)s̃p−1t̃ pK +(q−1)s̃q−1t̃qH]

−
∫

Ω

f ′(s̃u+)s̃u+dx,

∂yλ (s, t)
∂ t

|(s̃,t̃) = (p−2)t̃ p−1‖u−‖p
p +(q−2)t̃q−1‖u−‖q

q +(2p−2)at̃2p−1|∇u−|2p
p

+(2q−2)bt̃2q−1|∇u−|2q
q +λ0[(p−1)t̃ p−1s̃pK +(q−1)t̃q−1s̃qH]

−
∫

Ω

f ′(t̃u−)t̃u−dx,

and
∂gλ (s, t)

∂ t
|(s̃,t̃) = λ0(pt̃ p−1s̃pK +qt̃q−1s̃qH),

∂yλ (s, t)
∂ s

|(s̃,t̃) = λ0(ps̃p−1t̃ pK +qs̃q−1t̃qH).

Define the matrix

B =

(
∂gλ (s̃,t̃)

∂ s
∂gλ (s̃,t̃)

∂ t
∂yλ (s̃,t̃)

∂ s
∂yλ (s̃,t̃)

∂ t

)
.

It follows from (A5) that
f ′(s)s2q− (2q−1) f (s)s2q−1 > 0,

which yields

∂gλ (s, t)
∂ s

|(s̃,t̃) <−(2q− p+1)s̃p−1‖u+‖p
p−λ0[(2q− p)s̃p−1t̃ pK +qs̃q−1t̃qH],

and
∂yλ (s, t)

∂ t
|(s̃,t̃) <−(2q− p+1)t̃ p−1‖u−‖p

p−λ0[(2q− p)t̃ p−1s̃pK +qt̃q−1s̃qH].

Therefore, from (1.6), we derive that

detB >
{
(2q− p+1)s̃p−1‖u+‖p

p +λ0[(2q− p)s̃p−1t̃ pK +qs̃q−1t̃qH]
}{

(2q− p+1)t̃ p−1‖u−‖p
p +λ0[(2q− p)t̃ p−1s̃pK +qt̃q−1s̃qH]

}
−λ

2
0 (pt̃ p−1s̃pK +qt̃q−1s̃qH)(ps̃p−1t̃ pK +qs̃q−1t̃qH)

> 0.
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Thus it follows from the implicit function theorem that there exists an open neighborhood U0 of
λ0 and E0 ⊂ R+×R+ of (s̃, t̃) such that system (3.2) has a unique solution in U0×E0.

We now need to prove that U0 ⊂ Λ. Assume that there exists λ1 ∈ U0 such that the sec-
ond solution (s̄, t̄) of (3.2) exits in (R+,R+) \E0. Then using the implicit function existence
theorem, there exists a solution curve (λ ,(s̄(λ ), t̄(λ ))) in (λ1− ε,λ1 + ε) ∈ R+×R+, which
satisfies (3.2) and intersects with (λ1,(s̄, t̄)). Let us assume λ0 < λ1 and extend the curve as
much as possible. Since it cannot be defined at λ0 and enter into U0×E0, there should exist
a point λ2 ∈ (λ0,λ1] such that (s̄(λ ), t̄(λ )) exists in (λ2,λ1] and blows up as λ → λ2. This is
impossible. Indeed, it follows from (A3) that at least one of the left sides of (3.2) is strictly
negative if (s, t) is sufficiently large. This is a contradiction. Hence, U0 ⊂ Λ. The proof for the
case λ0 > λ1 is similar.

Next, we prove that Λ is closed in [0,1]. Assume that there exists a sequence λn→ λ0 and
(sn, tn) is the solution to (3.2) with λ = λn. From the discussion above, it can be seen that (sn, tn)
is bounded above. Hence, we may assume that there exists a solution (s0, t0)∈R+×R+ of (3.2)
with λ = λ0 such that (sn, tn)→ (s0, t0). It follows from (3.2), (2.24), and (2.1) that

‖snu+‖p
p ≤ εcp

p‖snu+‖p
p + cεcr

r‖snu+‖r
p, (3.3)

which yields that sn ≥ C1 > 0 uniformly in n. Hence, s0 ≥ C1 > 0. Similarly, we can deduce
that t0 ≥C2 > 0. Therefore, (s0, t0) ∈ R+×R+. From the implicit function theorem, (s0, t0) is
the unique solution in R+×R+. �

Lemma 3.2. Let u ∈ X with u± 6= 0 be fixed. Then the vector (su, tu) obtained in Lemma 3.1 is
the unique maximum point to the function ϕ : R+×R+→ R defined by ϕ(s, t) = I(su++ tu−).

Proof. By the proof of Lemma 3.1, (su, tu) is the unique critical point of ϕ in R+×R+. It fol-
lows from (A3) that ϕ(s, t)→−∞ uniformly as |(s, t)| → ∞. Hence, we prove that a maximum
point cannot be attained on the boundary of R+×R+. Assume by contradiction that (0, t̂) is a
maximum point of ϕ . Then we see that

ϕ(s, t̂) = I(su++ t̂u−)

=
sp

p
‖u+‖p

p +
as2p

2p
|∇u+|2p

p +
sq

q
‖u+‖q

q +
bs2q

2q
|∇u+|2q

q

−
∫

Ω

F(su+)dx+
aspt̂ p

p
|∇u+|pp|∇u−|pp +

bspt̂ p

q
|∇u+|qq|∇u−|qq

+
t̂ p

p
‖u−‖p

p +
at̂2p

2p
|∇u−|2p

p +
t̂q

q
‖u−‖q

q +
bt̂2q

2q
|∇u−|2q

q −
∫

Ω

F(t̂u−)dx

is increasing with respect to s when s is small. Therefore, (0, t̂) is not a maximum point of ϕ in
R+×R+. �

Lemma 3.3. Assume that conditions (A1)-(A5) and (1.6) hold. Then m= infM I > 0 is achieved.

Proof. Let c = infN I. Firstly, we present that c > 0. Following the proof of Lemma 2.2, we can
see that there exist α,ρ > 0 such that I(u) ≥ α for all u ∈ X with ‖u‖X = ρ . Now, let u ∈N
and choose tu > 0 such that tu‖u‖X = ρ . By Lemma 2.2, we have I(u)≥ I(tuu)≥ α > 0. Then
c > 0. Now, for u ∈M , recalling that u ∈N , we obtain that

inf
M

I(u)≥ inf
N

I(u) = c > 0.
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Thus m> 0. Let {ωn}⊆M be such that I(ωn)→m. Similar to the proof of Lemma 2.1, we can
see that the sequences {ω+

n },{ω−n }⊆X are bounded. Then, we may assume that ω+
n ⇀ω+≥ 0

and ω−n ⇀ ω− ≤ 0. Recalling that ωn ∈M , we obtain

0 = 〈I′(ωn),ω
±
n 〉= ‖ω±n ‖p

p +‖ω±n ‖q
q +a|∇ωn|pp|∇ω

±
n |pp +b|∇ωn|qq|∇ω

±
n |qq−

∫
Ω

f (ω±n )ω±n dx.

(3.4)
Similar to (3.3), there exists κ > 0 such that ‖w±n ‖p ≥ κ . It follows from (2.24) and (3.4) that

κ
p ≤ ‖w±n ‖p

p ≤ ε

∫
Ω

|w±n |pdx+ cε

∫
Ω

|w±n |rdx.

Since {ω+
n } and {ω−n } are bounded, there exists C > 0 such that

κ
p ≤ ‖w±n ‖p

p ≤ εC+ cε

∫
Ω

|w±n |rdx.

Setting ε = κ p

2C , we obtain that ∫
Ω

|w±n |rdx≥ κ p

2cε

.

Therefore, ∫
Ω

|w±|rdx = lim
n→∞

∫
Ω

|w±n |rdx≥ κ p

2cε

.

Hence, w± 6= 0. It follows from Lemma 3.1 that there exist sw, tw > 0 such that sww++ tww− ∈
M . We claim that 0 < sw, tw ≤ 1. Assume by contradiction that there exists δ > 0 such that
sw ≥ tw ≥ 1+δ . Since sww++ tww− ∈M , then we observe

sp
w‖w+‖p

p + sq
w‖w+‖q

q +as2p
w |∇w|pp|∇w+|pp +bs2q

w |∇w|qq|∇w+|qq
≥ sp

w‖w+‖p
p + sq

w‖w+‖q
q +as2p

w |∇w+|2p
p +bs2q

w |∇w+|2q
q

+asp
wt p

w|∇w+|pp|∇w−|pp +bsq
wtq

w|∇w+|qq|∇w−|qq

=
∫

Ω

f (sww+)sww+dx.

(3.5)

It follows from (3.4) and (3.5) that∫
Ω

f (w+)w+dx = liminf
n→∞

∫
Ω

f (w+
n )w

+
n dx

= liminf
n→∞

[‖w+
n ‖p

p +‖w+
n ‖q

q +a|∇wn|pp|∇w+
n |pp +b|∇wn|qq|∇w+

n |qq]

≥ ‖w+‖p
p +‖w+‖q

q +a|∇w|pp|∇w+|pp +b|∇w|qq|∇w+|qq.

(3.6)

Combining (3.5) and (3.6), we obtain that

(1− sp−2q
w )‖w+‖p

p +(1− s−q
w )‖w+‖q

q +a(1− s2p−2q
w )|∇w|pp|∇w+|pp

≤
∫

Ω

[
f (w+)

(w+)2q−1 −
f (sww+)

s2q−1
w (w+)2q−1

]
(w+)2qdx,
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which leads to a contradiction for sw ≥ 1+ δ and (A5). The claim is true. This together with
the sequentially weakly lower semicontinuity of I and (A5) concludes that

m≤ I(sww++ tww−) = I(sww++ tww−)− 1
2q
〈I′(sww++ tww−),sww++ tww−〉

=

(
1
p
− 1

2q

)
‖sww++ tww−‖p

p +
1

2q
‖sww++ tww−‖q

q +

(
1

2p
− 1

2q

)
a|∇(sww++ tww−)|2p

p

+
1

2q

∫
Ω

[
f (sww++ tww−)(sww++ tww−)−2qF(sww++ tww−)

]
dx

=

(
1
p
− 1

2q

)(
‖sww+‖p

p +‖tww−‖p
p
)
+

1
2q

(
‖sww+‖q

q +‖tww−‖q
q
)

+

(
1

2p
− 1

2q

)
a|∇(sww++ tww−)|2p

p +
1

2q

∫
Ω

[
f (sww+)sww+−2qF(sww+)

]
dx

+
1

2q

∫
Ω

[
f (tww−)tww−−2qF(tww−)

]
dx

≤
(

1
p
− 1

2q

)(
‖w+‖p

p +‖w−‖p
p
)
+

1
2q

(
‖w+‖q

q +‖w−‖q
q
)
+

(
1

2p
− 1

2q

)
a|∇(w++w−)|2p

p

+
1

2q

∫
Ω

[
f (w+)w+−2qF(w+)

]
dx+

1
2q

∫
Ω

[
f (w−)w−−2qF(w−)

]
dx

≤ liminf
n→+∞

[
I(wn)−

1
2q
〈I′(wn),wn〉

]
= m,

(3.7)
which implies sw = tw = 1. Therefore, I(w) = m and w ∈M . �

The forthcoming result regards the existence of a nodal solution of problem (3.4). The proof
of this result is based on the proof [30, Theorem 1.4] and the quantitative deformation lemma
[26, Lemma 2.3].

Proposition 3.1. Assume that conditions (A1)-(A5) and (1.6) hold. Then I has a minimizer w in
M , which is a nodal solution to problem (1.1).

Proof. Firstly, we aim to prove that w is a critical point of I. Arguing by contradiction, assume
that I′(w) 6= 0. Then there exist δ > 0 and ρ > 0 such that ‖I′(v)‖X∗ ≥ ρ for all v ∈ X with
‖v−w‖X ≤ 3δ . Set D :=

[1
2 ,

3
2

]
×
[1

2 ,
3
2

]
. From Lemma 3.2, we obtain

χ := max
(s,t)∈∂D

I(sw++ tw−)< m.

Let ε = min{m−χ

4 , ρδ

8 } and B(w,δ ) := {v ∈ X : ‖v−w‖ ≤ δ}. It follows from [31, Lemma 2.3]
that there exists a deformation η ∈ C ([0,1]×X ,X) such that

(i) η(1,u) = u if u 6∈ I−1([m−2ε,m+2ε]);
(ii) η(1, Im+ε ∩B(w,δ ))⊂ Im−ε ;
(iii) I(η(1,u))≤ I(u), for all u ∈ X ,
where Im±ε := {u ∈ X : I(u)≤ m± ε}. It is easy to see that

max
(s,t)∈D

I(η(1,sw++ tw−))< m. (3.8)
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Define γ(s, t) = η(1,sw++ tw−),

Φ1(s, t) =
(
〈I′(sw++ tw−),w+〉, 〈I′(sw++ tw−),w−〉

)
and

Φ2(s, t) =
(

1
s
〈I′(γ+(s, t)),γ+(s, t)〉, 1

t
〈I′(γ−(s, t)),γ−(s, t)〉

)
.

Recalling Lemma 3.1, we obtain that 〈I′(sw++ tw−),w±〉 > 0 if s, t ∈ (0,1) is small enough,
and 〈I′(sw++ tw−),w±〉 < 0 if s, t ∈ (1,+∞) is large enough. Therefore, we can derive that
deg(Φ1,D,0) = 1. It follows from (3.8) and property (i) of η that γ(s, t) = sw+ + tw− on
∂D. Consequently, Φ1 = Φ2 on ∂D and deg(Φ1,D,0) = deg(Φ2,D,0) = 1, which implies that
Φ2(s0, t0)= 0 for some (s0, t0)∈D. Hence, η(1,s0w++t0w−)= γ(s0, t0)∈M . This contradicts
(3.8) and the definition of m. Therefore, w is a critical point of I, and then w is a solution to
problem (1.1).

Now, we prove that w has exactly two nodal domains. Let w = w1 +w2 +w3, where

w1 ≥ 0, w2 ≤ 0, Ω1∩Ω2 = /0, w1|Ω\Ω1 = w2|Ω\Ω2 = w3|Ω1∪Ω2 = 0,

Ω1 := {x ∈Ω : w1(x)> 0}, Ω2 := {x ∈Ω : w2(x)< 0},

and Ωi(i = 1,2) are connected open subsets of Ω. Setting v = w1 +w2, we have v+ = w1,
v− = w2,v± 6= 0. From Lemma 3.1, there exists a unique pair of positive numbers (sv, tv) such
that svv++ tvv− ∈M , that is, svw1 + tvw2 ∈M . Thus

I(svw1 + tvw2)≥ m. (3.9)

Applying I′(w) = 0 we obtain that 〈I′(v),v±〉< 0. By the arguments of Lemma 3.3, we obtain
that 0 < sv, tv ≤ 1. On the other hand, we can see that

0 =
1

2q
〈I′(w),w3〉

=
1
2q

(
‖w3‖p

p +‖w3‖q
q +a|∇w3|2p

p +b|∇w3|2q
q −

∫
Ω

f (w3)w3dx
)

+
1

2q

(
a|∇w1|pp|∇w3|pp +a|∇w2|pp|∇w3|pp +b|∇w1|qq|∇w3|qq +b|∇w2|qq|∇w3|qq

)
< I(w3)+

1
2q

(
a|∇w1|pp|∇w3|pp +a|∇w2|pp|∇w3|pp +b|∇w1|qq|∇w3|qq +b|∇w2|qq|∇w3|qq

)
.

(3.10)
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Arguing similarly as (3.7), we conclude that

I(svw1 + tvw2)

= I(svw1 + tvw2)−
1

2q
〈I′(svw1 + tvw2),svw1 + tvw2〉

=

(
1
p
− 1

2q

)(
‖svw1‖p

p +‖tvw2‖p
p
)
+

1
2q

(
‖svw1‖q

q +‖tvw2‖q
q
)

+

(
1

2p
− 1

2q

)
a|∇(svw1 + tvw2)|2p

p +
1

2q

∫
Ω

[ f (svw1)svw1−2qF(svw1)]dx

+
1

2q

∫
Ω

[ f (tvw2)tvw2−2qF(tvw2)]dx

≤
(

1
p
− 1

2q

)(
‖w1‖p

p +‖w2‖p
p
)
+

1
2q

(
‖w1‖q

q +‖w2‖q
q
)

+

(
1

2p
− 1

2q

)
a|∇(w1 +w2)|2p

p +
1
2q

∫
Ω

[ f (w1)w1−2qF(w1)]dx

+
1
2q

∫
Ω

[ f (w2)w2−2qF(w2)]dx

= I(w1)+ I(w2)+
a
q
|∇w1|pp|∇w2|pp +

a
2q
|∇w1|pp|∇w3|pp +

a
2q
|∇w2|pp|∇w3|pp

+
b
q
|∇w1|qq|∇w2|qq +

b
2q
|∇w1|qq|∇w3|qq +

b
2q
|∇w2|qq|∇w3|qq.

(3.11)

It follows from (3.9)-(3.11) that

m≤ I(svw1 + tvw2)< I(w1)+ I(w2)+ I(w3)

+
a
q
|∇w1|pp|∇w2|pp +

a
q
|∇w1|pp|∇w3|pp +

a
q
|∇w2|pp|∇w3|pp

+
b
q
|∇w1|qq|∇w2|qq +

b
q
|∇w1|qq|∇w3|qq +

b
q
|∇w2|qq|∇w3|qq

= I(w) = m,

which is a contradiction. This implies u3 = 0. Therefore, w has exactly two nodal domains. �

Proof of Theorem 1.1. Theorem 1.1 follows immediately from a combination of Propositions
2.1 and 3.1. �

Lemma 3.4. Assume that conditions (A1)-(A5) and (1.6) hold. Then, for any u ∈ X \{0}, there
exists a unique t0 = t0(u)> 0 such that t0u ∈N .

Proof. Let u ∈ X \{0} and define h(t) := I(tu). Therefore, from the discussion in Lemma 2.2,
we obtain that there exists t0 > 0 such that h′(t0) = 0 and t0u ∈N . Now, our goal is to prove
that t0 is the unique critical point of h. Arguing by contradiction, we assume that there are two
positive constants t1 < t2 such that t1u ∈N , t2u ∈N . Thus we obtain

t p−2q
1 ‖u‖p

p + t−q
1 ‖u‖

q
q +at2p−2q

1 |∇u|2p
p +b|∇u|2q

q =
∫

Ω

f (t1u)(t1u)

t2q
1

dx
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and

t p−2q
2 ‖u‖p

p + t−q
2 ‖u‖

q
q +at2p−2q

2 |∇u|2p
p +b|∇u|2q

q =
∫

Ω

f (t2u)(t2u)

t2q
2

dx.

Subtracting the above two equations, we have

(t p−2q
1 − t p−2q

2 )‖u‖p
p +(t−q

1 − t−q
2 )‖u‖q

q +a(t2p−2q
1 − t2p−2q

2 )|∇u|2p
p

=
∫

Ω

[
f (t1u)(t1u)

t2q
1

− f (t2u)(t1u)

t2q
2

]
dx.

Noting that t1 < t2, p < q and using (A5), we obtain

0 < (t p−2q
1 − t p−2q

2 )‖u‖p
p +(t−q

1 − t−q
2 )‖u‖q

q +a(t2p−2q
1 − t2p−2q

2 )|∇u|2p
p

=
∫

Ω

[
f (t1u)(t1u)

t2q
1

− f (t2u)(t1u)

t2q
2

]
dx < 0.

This contradiction indicates that t0 > 0 is unique for any u ∈ X \{0}. �

Proof of Theorem 1.2. Arguing similarly as Lemma 3.3, we can conclude that there exists u∗ ∈
N such that I(u∗) = c > 0. From [32, Corollary 2.9], the critical points of the functional
I on N are the critical points of the functional I in X . That means I′(u∗) = 0. Therefore,
u∗ is a ground state solution of (1.1). It follows from Theorem 1.1 that w = w+ +w− is a
nodal solution with two nodal domains. From Lemma 3.4, there exists unique tw+, tw− such that
tw+w+ ∈N , tw−w− ∈N . By (2.3) and Lemma 3.2, we obtain

2c≤ I(tw+w+)+ I(tw−w−)

< I(tw+w++ tw−w−)< I(w++w−) = m.

The proof of Theorem 1.2 is completed. �

4. REGULARITY OF SOLUTIONS OF PROBLEM (1.1)

In this section, we aim to obtain the regularity of nonnegative solutions to problem (1.1).
More precisely, exploiting the Moser iteration argument [26], we are able to prove the bound-
edness of weak solutions to problem (1.1).

Proof of Theorem 1.3. Without loss of generality, we can assume that u≥ 0. For any k, L > 0,
we choose ϕ = uukp

L as test function in (2.2), where uL := min{u,L}. Thus

(1+a|∇u|pp)
∫

Ω

|∇u|pukp
L dx+ kp(1+a|∇u|pp)

∫
Ω

|∇u|p−2
∇u∇uLukp−1

L udx

+(1+b|∇u|qq)
∫

Ω

|∇u|qukp
L dx+ kp(1+b|∇u|qq)

∫
Ω

|∇u|q−2
∇u∇uLukp−1

L udx

+
∫

Ω

V (x)(|u|p−2 + |u|q−2)u ·ukp
L dx =

∫
Ω

f (u)uukp
L dx.

(4.1)

From (A2), we can see that

| f (u)| ≤M13|∇u|
r−1

r +M14|u|r−1 +M15,
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where Mi > 0(i = 13,14,15). Together with Young’s inequality, we obtain that∫
Ω

f (u)u ·uLdx

≤M13

∫
Ω

ε
p∗−1

p∗ |∇u|p
p∗−1

p∗ u
kp p∗−1

p∗
L ε

− p∗−1
p∗ u

kp(1− p∗−1
p∗ )

L udx

+(M14 +M15)
∫

Ω

up∗ukp
L dx+M15|Ω|

≤ εM13

∫
Ω

|∇u|pukp
L dx+

(
M13ε

−(p∗−1)+M14 +M15

)∫
Ω

up∗ukp
L dx+M15|Ω|.

(4.2)

Combining (4.1) and (4.2), we obtain∫
Ω

|∇u|pukp
L dx+ kp

∫
{x∈Ω:u(x)≤L}

|∇u|pukp
L dx

≤ εM13

∫
Ω

|∇u|pukp
L dx+

(
M13ε

−(p∗−1)+M14 +M15

)∫
Ω

up∗ukp
L dx+M15|Ω|.

(4.3)

Choosing ε = 1
2M13

in (4.3), we can see that

1
2

∫
Ω

|∇u|pukp
L dx+ kp

∫
{x∈Ω:u(x)≤L}

|∇u|pukp
L dx

≤
(

M13ε
−(p∗−1)+M14 +M15

)∫
Ω

up∗ukp
L dx+M15|Ω|.

(4.4)

Note that

1
2

∫
Ω

|∇u|pukp
L dx+ kp

∫
{x∈Ω:u(x)≤L}

|∇u|pukp
L dx

=
1
2

∫
{x∈Ω:u(x)>L}

|∇u|pukp
L dx+(kp+

1
2
)
∫
{x∈Ω:u(x)≤L}

|∇u|pukp
L dx

≥ kp+1
2(k+1)p

∫
{x∈Ω:u(x)>L}

|∇u|pukp
L dx+

kp+1
2

∫
{x∈Ω:u(x)≤L}

|∇u|pukp
L dx

≥ kp+1
2(k+1)p

∫
Ω

|∇(uuk
L)|pdx,

(4.5)

recalling Bernoulli’s inequality (k+1)p ≥ kp+1. Putting together (4.4) and (4.5), we can infer
that

kp+1
2(k+1)p

∫
Ω

|∇(uuk
L)|pdx≤

(
M13ε

−(p∗−1)+M14 +M15

)∫
Ω

up∗ukp
L dx+M15|Ω|. (4.6)

Adding non-negative terms kp+1
2(k+1)p

∫
Ω

V (x)|uuk
L|pdx to both ends of the equation (4.6), we obtain

that

kp+1
2(k+1)p‖uuk

L‖p
p≤

(kp+1)M16

2(k+1)p

∫
Ω

|uuk
L|pdx+(kp+1)M17

∫
Ω

up. . . . . . ∗ukp
L dx+M18(kp+1)|Ω|

(4.7)
Claim 2: u ∈ Ls(Ω) for any finite s.
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Let us define ν := up∗−p. Applying Hölder’s inequality and (2.1), for any R > 0, we conclude
that∫

Ω

up∗ukp
L dx =

∫
{x∈Ω: ν(x)≤R}

νupukp
L dx+

∫
{x∈Ω: ν(x)>R}

νupukp
L dx

≤ R
∫
{x∈Ω: ν(x)≤R}

upukp
L dx+

(∫
{x∈Ω: ν(x)>R}

ν
p∗

p∗−p dx
) p∗−p

p∗
(∫

Ω

up∗ukp∗
L dx

) p
p∗

≤ R|uuk
L|pp +

(∫
{x∈Ω: ν(x)>R}

ν
p∗

p∗−p dx
) p∗−p

p∗

cp
p∗‖uuk

L‖p
p.

(4.8)
Note that

Ψ(R) :=
(∫
{x∈Ω:ν(x)>R}

ν
p∗

p∗−p dx
) p∗−p

p∗

→ 0 as R→ ∞.

Combining with (4.7)-(4.8), we obtain

kp+1
2(k+1)p‖uuk

L‖p
p

≤
[
(kp+1)M16

2(k+1)p +(kp+1)M17R
]
|uuk

L|pp +(kp+1)M17Ψ(R)cp
p∗‖uuk

L‖p
p +M18(kp+1)|Ω|.

(4.9)
Take R = R(k,u)> 0 such that

(kp+1)M17Ψ(R)cp
p∗ =

kp+1
4(k+1)p .

Then, from (4.9), we infer that

kp+1
4(k+1)p‖uuk

L‖p
p ≤

[
(kp+1)M16

2(k+1)p +(kp+1)M17R
]
|uuk

L|pp +M18(kp+1)|Ω|,

which can be rewritten as
‖uuk

L‖p
p ≤M19(k,u)[|uuk

L|pp +1]

with M19(k,u)> 0. Together with the Sobolev embedding theorem, we can obtain

|uuk
L|p∗ ≤ cp∗‖uuk

L‖p ≤M20(k,u)[|uuk
L|pp +1]

1
p . (4.10)

Let us choose k1 satisfying (k1 +1)p = p∗. Therefore, (4.10) becomes

|uuk
L|p∗ ≤M20(k1,u)[|uuk1

L |
p
p +1]

1
p ≤M21(k1,u)[|uk1+1|pp +1]

1
p = M21(k1,u)

[
|u|p

∗

p∗+1
] 1

p
< ∞,

(4.11)
since uL ≤ u for a.e. x ∈Ω. Passing to the limit as L→ ∞ in (4.11), we obtain

|u|(k1+1)p∗ = |uk1+1|
1

k1+1
p∗ ≤M22(k1,u)

[
|u|p

∗

p∗+1
] 1
(k1+1)p

< ∞. (4.12)

Hence, u ∈ L(k1+1)p∗(Ω). We set

(km+1 +1)p = (km +1)p∗ and k1 +1 =
p∗

p
.
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Repeating the steps from (4.10)-(4.12), we conclude that for any finite positive constant k

|u|(k+1)p∗ ≤M23(k,u) (4.13)

where M23(k,u)> 0 depends both on k and u. Therefore, u ∈ Ls(Ω) for any s ∈ (1,∞). �

Now, we prove that u∈ L∞(Ω). Fix number θ ∈ (p, p∗). Applying Hölder’s inequality, Claim
2 and (4.13), we see that

|uuk
L|pp ≤ |Ω|

θ−p
θ

(∫
Ω

(uuk
L)

θ dx
) p

θ

≤M24|uuk
L|

p
θ
,∫

Ω

up∗ukp
L dx =

∫
Ω

up∗−p(uuk
L)

pdx

≤
(∫

Ω

u
p∗−p
θ−p θ dx

) θ−p
θ
(∫

Ω

(uuk
L)

θ dx
) p

θ

≤M25|uuk
L|

p
θ
,

(4.14)

where M25 is finite in the light of Claim 2. Combining (4.7) and (4.14), we obtain that
kp+1

2(k+1)p‖uuk
L‖p

p ≤
kp+1

2(k+1)p M26|uuk
L|

p
θ
+(kp+1)M27|uuk

L|
p
θ
+M28k,

which implies
‖uuk

L‖p
p ≤ (k+1)pM29[|uuk

L|
p
θ
+1].

Together with (2.1) and Claim 2, we obtain that

|uuk
L|p∗ ≤ cp∗‖uuk

L‖p ≤ (k+1)M30[|uuk
L|

p
θ
+1]

1
p ≤ (k+1)M31[|uk+1|p

θ
+1]

1
p < ∞. (4.15)

Using Fatou’s Lemma in (4.15), we obtain

|u|(k+1)p∗ = |uk+1|
1

k+1
p∗ ≤ (k+1)

1
k+1 M

1
k+1
31 [|uk+1|p

θ
+1]

1
(k+1)p . (4.16)

Note that
(k+1)

1√
k+1 ≥ 1, lim

k→∞
(k+1)

1√
k+1 = 1.

Thus, we can obtain a constant M32 > 1 such that

(k+1)
1

k+1 ≤M
1√
k+1

32 .

Together with (4.16), we deduce that

|u|(k+1)p∗ ≤M
1√
k+1

32 M
1

k+1
31 [|uk+1|p

θ
+1]

1
(k+1)p . (4.17)

Therefore, it suffices to prove the uniform boundedness concerning k. Indeed, assume that there
exists a sequence kn → ∞ such that |ukn+1|p

θ
≤ 1, that is, |u|(kn+1)θ ≤ 1, which implies that

|u|∞ ≤ 1. We consider the opposite case that there exists k0 > 0 such that

|uk+1|p
θ
> 1, for any k ≥ k0. (4.18)

Putting together (4.17) and (4.18), we conclude that, for any k ≥ k0,

|u|(k+1)p∗ ≤M
1√
k+1

32 M
1

k+1
31 [2|uk+1|p

θ
]

1
(k+1)p ≤M

1√
k+1

33 M
1

k+1
34 |u|(k+1)θ . (4.19)

We set
(kn+1 +1)θ = (kn +1)p∗.
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Particularly,

kn +1 = (k0 +1)
(

p∗

θ

)n

and lim
n→∞

kn =+∞. (4.20)

Then (4.19) becomes

|u|(kn+1)p∗ ≤M
1√

kn+1
33 M

1
kn+1
34 |u|(kn+1)θ = M

1√
kn+1

33 M
1

kn+1
34 |u|(kn−1+1)p∗,

from which we see that

|u|(kn+1)p∗ ≤M
∑

n
i=1

1√
kn+1

33 M
∑

n
i=1

1
kn+1

34 |u|(k0+1)p∗.

It follows from (4.20) and Claim 2 that there exists M35 > 0 such that

|u|(kn+1)p∗ ≤M35|u|(k0+1)p∗ < ∞.

Taking the limit as n→ ∞, we have |u|∞ ≤C.
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