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Abstract. Remote sensing (RS) images are widely used in environmental monitoring, urban planning,
and land surface classification. However, RS images are often polluted by cloud, which leads to the loss
of some important information of RS images and hinders the development of relevant applications. The
existing spatial-spectral total-variational regularization can only promote the spatial-spectral continuity
of cloud component, but cannot maintain the shared group sparse mode of spatial difference images of
different spectral bands. To solve this problem, we add the weighted `2,1-norm to constrain the cloud
component differential images, and use the nonconvex regularization term, namely the weighted nuclear
norm, to replace the traditional nuclear norm, which solves the problem that the original nuclear norm
violates the larger singular value. In summary, we propose a multitemporal image cloud removal model
based on the weighted nuclear norm which is the nonconvex low-rank approximation and the group
sparsity regularization (WNGS), where the group sparsity regularization and the weighted nuclear norm
promote each other. The resulting problems are solved using the alternating direction method of multipli-
ers. Numerical experiments both simulated and real multitemporal images demonstrate that the proposed
method is superior to other advanced cloud-removal methods in different cloud-removal scenarios.
Keywords. Multitemporal image cloud removel; Group sparsity regularization; Weighted nuclear norm.

1. INTRODUCTION

Multitemporal images contain rich spatial, spectral, and temporal information, and are widely
used in many fields, such as unmixing [1, 2, 3, 4, 5, 6], classification [7, 8, 9], target detection
[10], fusion [11, 12, 13, 14, 15] and so on. However, in the process of acquisition, multitem-
poral RS images are inevitably damaged by various factors, such as environmental impact and
transmission errors, which lead to the impact of cloud, cloud shadow or noise on multitemporal
RS images. The damaged images seriously affect the subsequent application, so the study of
multitemporal RS image restoration is of great significance.

For multitemporal RS image restoration, there are matrix-based methods, tensor based meth-
ods, and deep learning methods. In the matrix-based image restoration method, the early idea
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is to convert multidimensional images into matrices, and use the rank function of matrix to de-
scribe the low-rank property of images [16, 17, 18, 19, 20, 21]. Zhang et al. [22] proposed the
low-rank matrix recovery (LRMR) model, which uses the nuclear norm to make convex substi-
tution of the rank function to describe the low-rank property of the image. In order to make full
use of the low-dimensional structure of the image and retain the image edge information more
effectively, He et al. [23] proposed an image restoration model based on the total variational
regularization low-rank matrix decomposition, which uses the space-spectral total variational
regularization constraint on the cloud/shadow component at each time point. The total varia-
tional regularization in this model can effectively preserve the edge information and improve
the segmentation smoothness. At the same time, low-rank matrix decomposition can make the
model make full use of the low-dimensional structure of the image. However, the low-rank ma-
trix decomposition method is sensitive to outliers and the low-rank based method only explores
the correlation between spectral bands, ignoring the spatial correlation of local adjacent pixels.
Therefore, He et al. [24] proposed an image restoration model based on local low-rank matrix
restoration and global spatial spectral total variation, which combined local and global spatial
correlation. However, this model only made use of local or non-local relationships in spatial
dimensions, and could not reconstruct large-scale cloud/shadow polluted areas. On the basis
of using nuclear norm to carry out convex replacement of rank function, in order to deal with
different singular values adaptively and better promote low-rank characteristics, Gu et al. [25]
proposed weighted nuclear norm for image restoration, which obtained good restoration effect.
However, these methods do not take into account the temporal properties of multitemporal RS
data.

Tensors are higher-order generalizations of matrices, and matrices are second-order tensors.
Compared with matrices, tensors can more effectively consider the spatial, spectral and tempo-
ral prior information of multi-temporal RS images. Ji et al. [26] used tensor ranks based on
tensor singular value decomposition and group sparsity functions along the spectral dimension
to characterize the global properties of image components and obtained good results. Lin et
al. [27] used coupled tensor decomposition to explore the relationship between multi-temporal
image abundances in the same scene, effectively removing thick clouds in images. The tensor
decomposition method used in the above model aims to decompose a higher-order tensor into
a series of low-dimensional factors, and tensor decomposition has a powerful ability to capture
the global correlation of the tensor. However, unlike the rank of a matrix, the rank of a tensor is
not unique.

In recent years, due to the rise of deep learning, image restoration methods based on deep
learning have been proposed and widely applied, and image cloud removal tasks are gradually
associated with deep learning methods [28, 29, 30]. Image cloud removal method based on deep
learning can effectively remove clouds and achieve cloud removal effect, but there are some
problems such as long training time, insufficient cloud removal effect, and color distortion.
Recently, methods based on generative adversarial networks (GAN) have become dominant
and have gone beyond the general convolutional neural network (CNN) -based approach to
improve the most advanced performance [31, 32]. The high compatibility and capacity of the
GAN model reduces the burden of dedicating network design to specific applications, but at the
cost of larger and deeper network and training problems.
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To solve the above problems, we combine the nonconvex low-rank approximation and group
sparse regularization in the proposed model. First of all, the existing image restoration or image
cloud removal models only use the weighted nuclear norm [25] or group sparse regularization
terms [33]. The weighted nuclear norm is used as the nonconvex approximation of the rank
function to describe the low rank of the image, and the group sparse regularization term to de-
scribe the shared group sparse pattern of the image along the spectral dimension. Both of these
methods achieve good results in the image restoration task. The main idea of our approach is
to add group sparse regularization to the difference cloud/shadow components while using the
weighted nuclear norm as a nonconvex substitute for the image rank function. We expect that
our model can adaptively assign weights to different singular values on the basis of the original
nuclear norm, enhance the representation ability of the original nuclear norm, and solve the
problem of giving the same weight to different singular values and violating the prior knowl-
edge. At the same time, we do not directly perform group sparse regularization on the target
image, but perform group sparse regularization on the difference image of cloud/shadow com-
ponent, which describes the prior knowledge that the spatial difference image of the original
ignored cloud/shadow has sparsity along the spectral dimension. In our proposed model, group
sparse regularization and weighted nuclear norm promote each other, which can effectively im-
prove the model’s cloud removal ability. In addition, we use the alternating direction method
of multipliers (ADMM) to solve the proposed cloud removal model, and investigate the algo-
rithm’s complexity, convergence and parameter settings. Extensive experiments on simulated
and real datasets demonstrate that our proposed cloud removal method for multitemporal RS
images is an effective method. To sum up, the contribution of this paper is as follows:
• Using the prior information of the real image to characterize the various parts of the cloud

image and using the `2,1-norm to represent the group sparsity along the spectral dimension
which can not only consider the sparsity of the cloud/shadow component along the column
direction, but also the sparsity of the spatial difference image of cloud/shadow along the spectral
dimension.
• By using the weighted nuclear norm as the nonconvex approximation of the rank function,

we can adaptively assign different weights to different singular values, improve the flexibility
of the traditional nuclear norm minimization problem and enhance the representation ability of
the original nuclear norm. At the same time, on the basis of the `2,1-norm increases the adaptive
weighting vector, increase the space difference image of cloud and cloud shadow group of
sparse.
• We develop an efficient algorithm based on the ADMM to solve the proposed model.

Simulations and real experiments are performed on datasets acquired by Sentinel-2 and Landsat-
8. Experimental results demonstrate the effectiveness and robustness of the method.

The rest of this paper is organized as follows. In Section 2, we propose the weighted nu-
clear norm and group sparsity regularization model (WNGS) for multitemporal image cloud
removal, and develop an ADMM algorithm to solve the proposed model. Experimental re-
sults are demonstrated in Section 3. Section 4 discusses the details of parameter selection and
convergence behavior. Section 5 concludes the paper.
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2. PROPOSED WEIGHTED NUCLEAR NORM AND GROUP SPARSITY REGULARIZATION

MODEL (WNGS)

2.1. Notations. In this section, we introduce the expressions and basic terminology used by our
proposed model. A matrix is represented by X . For a given matrix X ∈ Rn1×n2 , X(k, l), Xk,l , and
xkl are the (k, l)-th element of the matrix, σi(X) is the i-th singular value of X , ‖X‖1 is `1-norm

of X , ‖X‖1 = max
l

n1
∑

k=1
|akl| is the maximum value of the sum of the absolute values of all matrix

column vectors, ‖X‖F is Frobenius norm of the matrix X , ‖X‖F = (
n1
∑

k=1

n2
∑

l=1
|akl|2)

1
2 is the sum

of squares matrix elements, ‖X‖∗ is the nuclear norm of matrix X , where ‖X‖∗ = Σiσi(X) is the
accumulation of all the singular of the matrix X , ‖X‖w,∗ is the weighted nuclear norm of matrix
X , and ‖X‖w,∗ = Σiwiσi(X), wi is a non-negative weight assigned to σi(X). The weight vector
will enhance the representation capability of the original nuclear norm. ‖X‖2,1 is `2,1-norm of
the matrix X , where ‖X‖2,1 = ∑

n1
k=1(∑

n2
l=1 X2

k,l)
1
2 = ∑

n1
k=1 ‖Xk,:‖2.

2.2. WNGS for Multitemporal Image Cloud Removal. In the process of image formation,
recording, processing, and transmission, due to the imperfection of imaging system, record-
ing equipment, transmission medium and processing method, the image quality will decrease,
which is called image degradation. The degradation models mainly include nonlinear degra-
dation, fuzzy degradation, motion degradation, and random noise degradation. We use the
degradation process of thick, thin clouds and cloud shadows as an additive model, and approxi-
mate the cloud/shadow effect to additive noise. The image degradation model we describe is as
follows:

Y = X +S+N,

where Y ∈ Rn1×n2 , X ∈ Rn1×n2 , S ∈ Rn1×n2 , N ∈ Rn1×n2 , Y is the image matrix contaminated
by cloud/shadow, X is the clean image matrix without cloud, S is the cloud/shadow component
matrix, and N is the residual component matrix.

We expect to propose a multitemporal image removal model. The goal is to separate clean
cloudless images and cloud/shadow images from images contaminated by clouds and cloud
shadows. However, when we solve the problem only through the above degradation model, we
will find that the solution obtained by this method cannot fully satisfy the three conditions of
existence, uniqueness and stability, that is, it is a strongly ill-posed problem. An effective way to
solve this discomfort is to introduce prior information about the image in the image processing
process. So we propose a preliminary cloud removal model as follows:

minX ,S,N φX(X)+φS(S)+φN(N),

s.t. Y = X +S+N,

where φX(X), φS(S), and φN(N) represent the corresponding constraints of X , S, and N based
on prior knowledge. The specific constraints are introduced in the following text.

(1) The nonconvex approximation of the rank function of the clean image X . Observed
images Y and clean images X are multitemporal images with and without clouds, respectively.
Multitemporal images refer to multi-time images of the same scene. The difference between
images at different time points is that the light wavelengths of each band are different, and
the time nodes of imaging are different. This special source of multitemporal images makes it
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highly correlated in the time dimension. Meanwhile, like other natural images, there is a lot of
redundant information in multitemporal images, that is, each spectral feature can be represented
by a linear combination of a few basic spectral features. Therefore, combining the two features
mentioned above, we believe that multitemporal images have a strong correlation in the spectral-
temporal dimension. This prior prompts us to propose a solution model based on the low rank
of clean image X in the model of removing clouds and cloud shadows.

In the research of image processing, such as image denoising and image filling, researchers
usually use rank minimization to study the low rank of image X . However, direct rank mini-
mization is an NP-hard and difficult problem to solve. Usually, the constraint problem is relaxed
by substituting the minimum nuclear norm. This is a convex relaxation method for minimizing
the matrix, which is called nuclear norm minimization (NNM). Nuclear norm minimization can
realize the inherent low rank attribute of the image. The expression describing the nuclear norm
minimization problem is as follows:

X̂ = proxλ‖.‖∗(Y ) = argmin
X
‖X−Y‖2

F +λ‖X‖∗,

where the nuclear norm of matrix X is the sum of the singular values of matrix X :

‖X‖∗ = ∑i σi(X).

The closed form solution of the above nuclear norm proximal problem can be obtained by
soft threshold operation on the singular value of the observation matrix. The expression is as
follows:

X̂ =US λ

2
(Σ)V T ,

where

S λ

2
(Σ)ii = max(Σii−

λ

2
,0).

However, the nuclear norm minimization problem has some limitations. In the traditional
nuclear norm minimization problem, all singular values are treated equally, but the prior knowl-
edge that we usually have is that larger singular values should be reduced slightly and given
greater weights, and smaller singular values should be reduced greatly, that is, given smaller
weights. Weighted nuclear norm minimization (WNNM) can adaptively assign weights to dif-
ferent singular values, where the weight vector can enhance the representation ability of the
original nuclear norm, which can improve the flexibility of traditional nuclear norm minimiza-
tion. So in our model, we use the weighted nuclear norm as a nonconvex approximation of the
rank function of clean images, φX(X) = λ1‖X‖w,∗, λ1 is the regularization coefficient of φX(X).
The weighted nuclear norm of the matrix is as follows:

‖X‖w,∗ = Σiwiσi(X).

That is, based on the sum of singular values of matrix X , weights suitable for different singular
values are added. A closed form optimal solution of weighted nulcear norm proximal (WNNP)
problem can be obtained by weighted singular value soft threshold operation:

proxλ‖.‖w,∗(Y ) =US λw
2
(Σ)V T ,

where

S λw
2
(Σ)ii = max(Σii−

λwi

2
,0).
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(a) (b)

FIGURE 1. Description of group sparsity. White squares represent zero ele-
ments, and blue squares represent non-zero elements. (a) Elements are randomly
distributed. (b) Elements show group distribution.

In fact, the nuclear norm minimization problem is a special case of the weighted nuclear
norm minimization problem. When we set the weights corresponding to each singular value
the same, the nuclear norm minimization problem is equivalent to the weighted nuclear norm
minimization problem.

(2) Using the �2,1-norm characterizes the sparsity. The cloud/shadow component is char-
acterized by the fact that the density and position of the cloud/shadow component are usually
different at different times, which indicates that the cloud/shadow component has little correla-
tion in the time dimension. This is contrary to the strong correlation of multitemporal images
in time dimension. However, when the proportion of cloud/shadow in the whole multitemporal
image is low, it is feasible to use sparse prior to describe the cloud/shadow component. In order
to realize the sparse prior, the �0-norm is the best choice. However, due to the nonconvexity of
the �0-norm and its NP-hard problem, the �1-norm is used as the convex proxy of the �0-norm.
When the �1-norm is used to represent the sparse priors of the cloud/cloud shadow components,
the correlation between bands is ignored. However, when we assume that the imaging scenes
of different bands are the same, the piecewise smooth structure of different bands is also the
same, which indicates that the spatial difference image of cloud/shadow is also sparse along
the spectral dimension. Therefore, we use the �2,1-norm to characterize the group sparsity of
cloud/shadow components in spectral difference images. Fig. 1 visualizes sparsity and group
sparsity, where gray squares represent zero elements and blue squares represent nonzero ele-
ments. By observing Fig. 1 (a), it can be seen that the sparsity element distribution is random,
and the group sparsity makes the element distribution be a group distribution (see Fig. 1 (b)).

To improve the group sparsity of spatial difference images of cloud/shadow, we further uti-
lize weighted group sparsity to improve its group sparsity. Therefore, in our proposed WNGS
model,

φS(S) = λ2‖S‖1 +λ3

t

∑
i=1

‖W �DSi‖2,1,

where � denotes the Hadamard product. For �2,1-norm, the expression of �2,1-norm of matrix
S is as follows:

‖Si‖2,1 =
n1

∑
k=1

(
n2

∑
l=1

S2
i (k, l))

1
2 .
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We perform a group sparse constraint on the difference of cloud/shadow images, which is
expressed as ‖DSi‖2,1, where the difference D of S contains two spatial dimensional differential
operators Dx and Dy. The specific expressions of the three differential operators are as follows:

DxSi(k, l) = Si(k, l +1)−Si(k, l),

DySi(k, l) = Si(k+1, l)−Si(k, l).

Like the weighted nuclear norm, adding an adaptive weight vector can improve the expression
effect of the group sparse regularization term. The specific expression of the weighted group
sparse regularization is as follows :

‖W �DSi‖2,1 =
n1

∑
k=1

Wx(k, l)‖DxSi(k, l)‖2 +
n2

∑
l=1

Wy(k, l)‖DySi(k, l)‖2.

For the residual component matrix N, we impose the Frobenius norm constraint on it, that is,
φN(N) = 1

2‖N‖
2
F .

(3) The proposed model.

min
X ,S,N

1
2
‖N‖2

F +λ1‖X‖w,∗+λ2‖S‖1 +λ3

t

∑
i=1
‖W �DSi‖2,1,

s.t. Y = X +S+N,

(2.1)

where X ∈ Rn1×n2 is the clean cloudless image, Y ∈ Rn1×n2 is the observed cloud/shadow con-
taminated image, S ∈ Rn1×n2 is the cloud/shadow component, and N ∈ Rn1×n2 is the residual
component matrix, λ1, λ2, and λ3 are regularization coefficients, and W is weight matrix. Next,
we propose the ADMM algorithm for solving the model, and give the complexity analysis of
the algorithm.

2.3. ADMM-WNGS Optimization Algorithm. Based on our prior knowledge of natural im-
ages and cloud/shadow, we propose a multitemporal image cloud removal model based on group
sparse priors and weighted nuclear norm.

After fully analyzing the underlying features and priors of multitemporal image and cloud,
the weighted nuclear norm is used to represent the low-rank property of multitemporal image,
and the `1-norm is used to represent the sparse prior of cloud/shadow. In addition, the piecewise
smooth structure of multitemporal images in different bands should be the same, so group spar-
sity is used to represent the group sparsity structure of cloud/shadow in the spectral dimension.

To effectively solve model (2.1), we introduce auxiliary variables R and Qi. The problem can
be rewritten as:

min
X ,S,N,R,Qi

1
2
‖N‖2

F +λ1‖X‖w,∗+λ2‖R‖1 +λ3

t

∑
i=1
‖W �Qi‖2,1,

s.t. Y = X +S+N,R = S,Qi = DSi.

(2.2)

Since ADMM strategy is an important method for solving convex optimization problems. It has
the advantages of fast processing speed and good convergence performance. We adopt ADMM
based on augmented Lagrangian multipliers (ALM) to solve the optimization problem. Next
we demonstrate the augmented Lagrangian function.
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Lβ (X ,S,N,R,Qi,Wj,Λi) =
1
2
‖N‖2

F +λ1‖X‖w,∗+λ2‖R‖1 +λ3

t

∑
i=1
‖W �Qi‖2,1

+ 〈W1,Y −X−S−N〉+ β

2
‖Y −X−S−N‖2

F

+ 〈W2,R−S〉+ β

2
‖R−S‖2

F

+
t

∑
i=1

(〈Λi,Qi−DSi〉+
β

2
‖Qi−DSi‖2

F),

where 〈:, :〉 is the inner product of the corresponding matrix.
There are a large number of variables in the augmented Lagrangian function sorted out above,

so it is difficult to solve the display solution of all variables at once. So we choose to optimize
one variable at a time while keeping the others constant until the convergence condition is met.
Below we show the steps to solve each variable.

(1) R sub-problem:
Fractions related to R are extracted from the augmented Lagrangian function and sorted as

follows:
R =argmin

R
L(X ,S,N,R,Qi,Wj,Λi),

=argmin
R

λ2‖R‖1 +
β

2
‖R−S+

W2

β
‖2

F .

The soft threshold contraction operator can be used to obtain the solution of R:

R = Shrinkage(S−W2

β
,
λ2

β
), (2.3)

where Shrinkage(a,b) = sign(a)max(|a| −b,0).
(2) Qi sub-problem:
Fractions related to Qi are extracted from the augmented Lagrangian function and sorted as

follows:
Qi =argmin

Qi

L(X ,S,N,R,Qi,Wj,Λi),

=argmin
Qi

λ3‖W �Qi‖2,1 +
β

2
‖Qi−DSi +

Λi

β
‖2

F .

Let DSi−
Λi

β
= G. The closed-form solution of Qi is calculated by the following:

Qi =


‖G‖2− Wλ3

β

‖G‖2
G , i f

Wλ3

β
<‖G‖2,

0 , otherwise.

(2.4)

(3) X sub-problem:

We refer to the solution of [34].
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Fractions related to X are extracted from the augmented Lagrangian function and sorted as
follows:

X =argmin
X

L(X ,S,N,R,Qi,Wj,Λi),

=argmin
X

λ1‖X‖w,∗+
β

2
‖Y −X−S−N +

W1

β
‖2

F ,

which is a matrix nuclear norm minimization problem, and it can obtain a closed-form solution
by using the singular value thresholding operator. The solution of X is

X∗ =D λ1w
β

(Y −S−N +
W1

β
),

=U(Σ̃− λ1w
β

)+V T .

(2.5)

Among them, U(Σ̃)V T is the singular value decomposition (SVD) of Y − S−N +
W1

β
, and

(Σ̃− λ1w
β

)+ = max{Σ̃− λ1w
β

,0},

Σ̃ =

(
diag(σ1(X∗),σ2(X∗), · · · ,σn(X∗))

0

)
,

and

σi(x∗) =


0 , i f c2<0,

c1 +
√

c2

2
, i f c2 ≥ 0,

where

c1 = σi(Y −S−N +
W1

β
)− ε ,

c2 = [σi(Y −S−N +
W1

β
)+ ε]2−4C,

where ε is a very small positive number, and C is a compromise constant.
(4) Si sub-problem:
Fractions related to Si are extracted from the augmented Lagrangian function and sorted as

follows:
Si =argmin

Si

L(X ,S,N,R,Qi,Wj,Λi),

=argmin
Si

β

2
‖Yi−Xi−Si−Ni +

W1i

β
‖2

F +
β

2
‖Ri−Si +

W2i

β
‖2

F +
β

2
‖Qi−DSi +

Λi

β
‖2

F ,

which is a least squared problem and equivalent to solve the following linear equations system.
It is equivalent to

−β (Yi−Xi−Si−Ni +
W1i

β
)−β (Ri−Si +

W2i

β
)−DT

β (Qi−DSi +
Λi

β
) =0,

Then

(2I +DT D)Si = (Yi−Xi−Ni +
W1i

β
)+(Ri +

W2i

β
)+DT (Qi +

Λi

β
),
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Algorithm 1 WNGS with ADMM Optimization.

Input: Degraded image Y ∈ Rmn×bt , the parameters λ1,λ2,λ3,β ,ε,kmax.
Initialization: Let X = Y , S = N = R =W1 =W2 = 0, Qi = Λi = 0, and k = 0.

while stopping condition is not satisfied do
(a) Compute R via (2.3).
(b) Compute Qi via (2.4).
(c) Compute X via (2.5).
(d) Compute Si via (2.6).
(e) Compute N via (2.7).
(f) Update the three Lagrange multipliers W1, W2 and Λi via (2.8).
(g) Update W in Qi via (2.9).

Check the stopping criterion
‖Xk+1−Xk‖F

‖Xk‖F
≤ ε and k < kmax.

end while

Using the fast Fourier transform, the solution can be obtained as follows:

Si = ifft(
A

2+ |fft(D)|2
). (2.6)

ifft is the inverse of the fast Fourier transform, and A = fft((Yi−Xi−Ni +
W1i
β
)+ (Ri +

W2i
β
)+

DT (Qi +
Λi
β
)).

(5) N sub-problem:
Fractions related to N are extracted from the augmented Lagrangian function and sorted as

follows:
N =argmin

N
L(X ,S,N,R,Qi,Wj,Λi),

=argmin
N

1
2
‖N‖2

F +
β

2
‖Y −X−S−N +

W1

β
‖2

F ,

Consistent with the analysis of Si in the above text, it is regarded as the least squares problem,
and the solution is

N =
β (Y −X−S+ W1

β
)

1+β
. (2.7)

(6) Update the Lagrange multipliers W1,W2,Λi:

W1 =W1 +β (Y −X−S−N),

W2 =W2 +β (R−S),

Λi =Λi +β (Qi−DSi).

(2.8)

(7) Update W in Qi sub-problem:

W =
1

‖(DS+ Λ

β
)‖2 + ε

, (2.9)

where ε is designed to avoid singularities.
See Algorithm 1 for the specific process of model solving. In our algorithm, we assume

that we input a multi-time data set of size m× n× b× t, and the complexity of our proposed
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(a) 02/24/2020 (b) 08/03/2019 (c) 02/08/2020 (d) 09/17/2019

FIGURE 2. France images with bands 4, 3 and 2 taken on four different times
by Landsat-8. (a) February 24, 2020. (b) August 3, 2019. (c) February 8, 2020.
(d) September 17, 2019. (”MM/DD/YYYY” corresponds to the date the picture
was taken)

(a) 03/29/2022 (b) 04/08/2022 (c) 06/07/2022 (d) 06/17/2022

FIGURE 3. Jiangsu images with bands 8, 4 and 3 taken on four different times
by Sentinel-2. (a) March 29, 2022. (b) April 8, 2022. (c) June 7, 2022. (d) June
17, 2022. (”MM/DD/YYYY” corresponds to the date the picture was taken)

algorithm is analyzed as follows. In the subproblem of updating R, we use a fast soft threshold
shrinkage operator to solve it, so that the computational complexity of updating R is O(mnbt).
In the subproblem of updating Qi, we use the soft threshold shrinkage operator, so that the
computational complexity of updating Qi is O(mnbt). In the subproblem of updating X , the
singular value decomposition of the matrix of size is carried out, so that the computational
complexity of updating X is O(mn(bt)2) ; in the subproblem of updating Si, the operator is used
to make the computational complexity of updating Si be O(mnbtlog(mnb)). In the sub-problem
of updating N, the computational complexity of updating N is O(mnbt) because it is to calculate
the matrix of size. In summary, the computational complexity of our proposed cloud removal
algorithm is O(3mnbt +mn(bt)2 +mnbtlog(mnb)) at each iteration.

3. EXPERIMENTS AND RESULTS

This part verifies the effectiveness of the proposed method through experiments. The pro-
posed method is compared with HaLRTC, TNN, and TVLRSDC. When we run the code for
the comparison method, we choose the parameters of the comparison method based on the pa-
pers code settings or the author’s tendency. The experimental conditions in this chapter are as
follows: The computer equipment is a desktop computer, the CPU is (Intel)Intel(R) Core(TM)
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(a) Case1 (b) Case2 (c) Case3 (d) Original

FIGURE 4. Add different types of clouds to France dataset on February 24,
2020. (a) A small cloud. (b) A medium Cloud. (c) A big cloud. (d) Cloud
free image on February 24, 2020.

(a) Case4 (b) Case5 (c) Case6 (d) Original

FIGURE 5. Add different types of clouds to Jiangsu dataset on March 29, 2022.
(a) Two small clouds and one medium cloud. (b) Two small clouds and one
medium cloud. (c) A large cloud, a medium cloud and a small cloud. (d) Cloud
free image on March 29, 2022.

i7-9700 CPU @ 3.00GHz(3000 MHz), the memory is 8.00 GB(2666 MHz), the operating sys-
tem is Windows10, and the test platform is MATLAB R2022a. In this part of the experiment,
we respectively carried out the simulation experiment on the simulated data set and the real
experiment on the real data set. In order to verify the effectiveness of the cloud removal method
proposed by us in various situations, we selected the test data set and the real data set, especially
the images collected from different satellites, images of different sizes and clouds of different
sizes. In the real experiment, we selected the multitemporal images with clouds at one time
node and the multitemporal images with clouds at four time nodes respectively.

3.1. Simulated Experiment. The experimental results of the simulation experiment demon-
strate the visual effect of the image after the comparison method and our method to remove the
cloud as well as PSNR, SSIM, CC and other indicators, while the experimental results of the
real experiment mainly demonstrate the visual effect of the image after the comparison method
and our method to remove the cloud/shadow. Both simulation and real experiment results show
that our method is better than other advanced comparison methods in cloud removal.

(1) Datasets. In this part, we quantitatively test the validity of our proposed method with sim-
ulation data (see Fig. 2 and Fig. 3). Details of the test data set are given below.
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TABLE 1. Quantitative evaluation of cloud/shadow removal effects of various
methods on France and Jiangsu datasets.

Case Index Target HaLRTC TNN TVLRSDC Ours

Case1

PSNR 12.178 34.330 32.810 48.927 54.470
SSIM 0.9440 0.9692 0.9649 0.9991 0.9995
CC 0.3835 0.9790 0.9658 0.9992 0.9997

Time - 0.2798 1.4937 0.8864 4.4561

Case2

PSNR 7.1246 28.169 27.342 40.324 44.888
SSIM 0.8400 0.8970 0.8918 0.9961 0.9978
CC 0.3188 0.9132 0.8821 0.9935 0.9974

Time - 0.2929 1.5360 1.5970 4.5996

Case3

PSNR 3.7068 24.485 23.930 35.129 42.069
SSIM 0.6520 0.7636 0.7582 0.9888 0.9958
CC 0.1575 0.7949 0.7625 0.9838 0.9959

Time - 0.2938 1.5026 2.9887 4.5800

Case4

PSNR 9.3305 33.330 36.641 43.680 47.391
SSIM 0.8913 0.9583 0.9781 0.9965 0.9977
CC 0.2811 0.9790 0.9899 0.9982 0.9992

Time - 0.2044 1.4950 1.2054 4.6575

Case5

PSNR 8.2935 32.262 35.661 42.903 47.633
SSIM 0.8640 0.9448 0.9722 0.9974 0.9985
CC 0.2895 0.9729 0.9876 0.9979 0.9992

Time - 0.2106 1.5381 1.3529 4.6959

Case6

PSNR 5.7701 27.164 31.693 41.733 46.329
SSIM 0.7793 0.8864 0.9474 0.9970 0.9978
CC 0.3133 0.9145 0.9706 0.9973 0.9989

Time - 0.2177 1.5076 2.0239 4.8831

France: Satellite RS image taken over France, by Landsat-8, and each time node contains
four spectral bands (B1, B2, B3, and B4) with 30-m spatial resolution. The subimages of size
400 × 400 × 4 of four time nodes are used in experiments.

Jiangsu: Satellite RS image taken over Jiangsu, China, by Sentinel-2, and each time node
contains four spectral bands (B2, B3, B4, and B8) with 10-m spatial resolution. The subimages
of size 400 × 400 × 4 of four time nodes are used in experiments.

In the above two data sets, we selected one of the time node images of each data set to add
simulated cloud/shadow as cloud pollution images, and three of them were used as reference
images (see Fig. 4 and Fig. 5). On the France dataset, a small cloud is added to the cloudless
image with the time of February 24, 2020 as the Case 1 of the France dataset; Add a medium
cloud to the cloudless image with the time of August 3, 2019 as Case 2 of the France dataset;
Add a large cloud to the cloudless image dated February 8, 2020 as Case 3 for the France
dataset. Thus, we realized the addition of clouds of different sizes to the France dataset, which

https://theia.cnes.fr/atdistrib/rocket/#search?collection=LANDSAT
https://scihub.copernicus.eu/dhus/#/home
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FIGURE 6. (a) Pseudocolor images of simulated observed images in Cases 1-3
of the France dataset. (b) Clean images. (c)-(f) Cloud removal results by all
methods.

can be used to detect the de-cloud effect of our proposed method under the image processing
cloud pollution of different sizes.

In Jiangsu data set, the combination of two small clouds and one medium cloud is added
to the cloudless image on March 29, 2022, which is regarded as Case 4 in Jiangsu data set.
The combination of two small clouds and one medium cloud is added to the cloudless image
on April 8, 2022, which is regarded as Case 5 of Jiangsu data set. Add a combination of a
large cloud, a medium cloud and a small cloud to the cloudless image on June 7, 2022 as Case
6 of Jiangsu data set. Thus, we realize adding different combinations of clouds to the Jinagsu
dataset, which can be used to test the cloud removal effect of our proposed method in processing
images polluted by different combinations of clouds.

(2) Evaluation Indexes. We select peak signal-to-noise ratio (PSNR), the structural similarity
(SSIM), and the correlation coefficient (CC) as evaluation index of picture recovery quality,
which are defined as follows:

PSNRi = 10× log
pq∥∥Xi− X̂i
∥∥2

F

,

SSIMi =

(
2µXi µX̂i

+ c1

)(
2σXiX̂i

)
(

µ2
Xi
+µ2

X̂i
+ c1

)(
σ2

Xi
+σ2

X̂i
+ c2

) ,
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∑
k
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(
X j−µX

)(
X̂ j−µX̂

)
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FIGURE 7. (a) Pseudocolor images of simulated observed images in Cases 4-6
of the Jiangsu dataset. (b) Clean images. (c)-(f) Cloud removal results by all
methods.

where p and q denote the sizes of each band; Xi and X̂i denote the i-th band of the original and
reconstructed images; µXi and µXi denote the average values of Xi and X̂i ; σ2

Xi
and σ2

X̂i
stand for

the variances; σXiX̂i
is the covariance between Xi and X̂i ; c1 and c2 are default constants; X j and

X̂ j are the original and the reconstructed values of the j-th contaminated pixels, respectively; k
denotes the number of contaminated pixels; and µX and µX̂ are the average values.

(3) Results on Simulated Datasets. We made a quantitative comparison between our proposed
method and the comparison method, and the results obtained are shown in the Table 3.1. The
higher indicators are shown in bold.

It can be seen from the data in the table that under different conditions of the two simulated
data sets, our method has obtained satisfactory results under the three indexes of PSNR, SSIM
and CC. No matter in the case of covering small clouds, medium clouds, large clouds and
composite clouds, our method can well remove the clouds on the France and Jiangsu data sets
and restore the original image well.

At the same time, it should be pointed out that our method is inferior to other comparison
methods in terms of usage time, but the effect of cloud removal is superior to other comparison
methods.

In terms of vision, the cloud removal results of all methods in different situations of France
and Jiangsu data sets are shown in Fig. 6 and Fig. 7. In order to observe the effect of different
methods of cloud removal more clearly, part of the image without cloud and the image with
cloud removal were locally enlarged.

It can be seen from the France data set Cases 1-3 that all the methods can remove the white
cloud, but only the TVLRSDC method and our method can restore the original image effect
more completely after removing the cloud. Especially in Case 2 and Case 3, although the
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FIGURE 8. Scatter diagrams between the original and reconstructed pixels of
the cloud-contaminated regions in Case 1 of the France dataset.

HaLRTC and TNN methods remove clouds, the image recovery effect is poor, and the TNN
method even appears serious chromatic aberration, which indicates that HaLRTC and TNN
have limitations when removing a large area of clouds, while TVLRSDC and our method can
cope with it better. Meanwhile, compared with TVLRSDC, our method can recover more details
of the original image information.

Similarly, in Cases 4-6 of Jinagsu dataset, it can be seen that all comparison methods, includ-
ing the method proposed by us, can completely remove clouds, but HaLRTC and TNN cannot
restore the original information of the image after removing clouds, and the part with clouds
will become fuzzy after removing clouds. TVLRSDC and our method can recover the origi-
nal image information better. Compared with TVLRSDC’s cloud removal and restoration, our
method is more similar to the original clean image. For example, in Case 6, the image obtained
by our cloud removal method is brighter and more similar to the original clean image.

In order to further measure the effect of our method and other comparison methods in simu-
lating cloud removal on cloud data sets, we made scatter plots between the original pixels and
the reconstructed pixels after cloud removal on the two data sets, as shown in Fig. 8 and Fig.
9. The figure shows the scatter plot of France data set Case 1. It can be seen that the scatter
plot of subgraph (a) HaLRTC and subgraph (b) TNN method deviates from the diagonal, and
the scatter plot of subgraph (c) TVLRSDC and subgraph (d) under our method almost over-
laps with the diagonal. Compare the scatter plot of subgraph (c) and subgraph (d). The scatter
graph corresponding to TVLRSDC still has some deviation from the diagonal at the beginning,
which indicates that the proposed method has obvious advantages in the reconstruction of mul-
titemporal image information. The picture shows the scatter plot of Jiangsu data set Case 4.
Similarly, similar to the French data set Case 1, the scatter plot of subgraph (a) HaLRTC and
subgraph (b) TNN method deviates from the diagonal, and the scatter plot corresponding to
subgraph (c) TVLRSDC is distributed around the diagonal, but some of them deviate from the
diagonal in the late period. The corresponding methods in subgraph (d) are almost distributed
around the diagonal line, again showing the advantages of our proposed method in information
reconstruction.

3.2. Real Experiment. In this section, we test the validity of our proposed approach with real
data sets. The details of the real data set are given below.
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FIGURE 9. Scatter diagrams between the original and reconstructed pixels of
the cloud-contaminated regions in Case 4 of the Jiangsu dataset.

(1) Datasets. Tokyo: Satellite RS image taken over Tokyo, Japan, by Sentinel-2, and each time
node contains six spectral bands (B5, B6, B7, B8A, B11 and B12) with 20-m spatial resolution.
The subimages of size 1500×1500×6 of four time nodes are used in experiments.

Jinhua4: Satellite RS image taken over Jinhua, China, by Sentinel-2, and each time node
contains six spectral bands (B5, B6, B7, B8A, B11 and B12) with 20-m spatial resolution. The
subimages of size 1500×1500×6 of four time nodes are used in experiments.

The Tokyo data set we have selected is one with clouds on the first Jinhua data set and one
with no clouds on the other three Jinhua data sets. On the basis of Jinhua data sets, we have
selected data sets with clouds on four time nodes. On the basis of Jinhua data sets, we have
Jinhua data sets with different distributions on images. The details are in Fig. 10 and Fig. 11.

(2) Results on Real Datasets. With all kinds of Jinhua data sets, we have carried out cloud
stripping on both Tokyo and Jinhua data sets, and the results obtained are shown in Fig. 12
and Fig. 13. First, the graph shows the cloud removal effect of all methods on the Tokyo data
set. As in the simulation experiment, we partially enlarged the details of the de-cloud image.
From subgraph (b) to (e), it can be seen that HaLRTC and TNN methods did not completely
remove the cloud/shadow, and cloud/shadow can still be seen in the partially amplified part. In
contrast, the method proposed by us in TVLRSDC and subgraph (d) removed the cloud and
better restored the information of the original image.

Figure shows discloud effects of all methods on Jinhua data set. In the first, second and fourth
time node images on Jinhua data set, the partial magnifies are still very fuzzy after removing
clouds by HaLRTC and TNN, indicating that original information on images has not been re-
covered. Although the partial features on TVLRSDC are not fuzzy after removing clouds, there
are still traces of clouds where there were clouds. The method we propose can remove the
cloud, but also ensure that the original cloud areas are less visible. In terms of de-cloud effect
on images on 3rd time node under Jinhua data set, the method we have proposed can minimize
the influence of cloud shadows on images compared with other comparison methods. In the
image of the third time node, although TVLRSDC method can remove the cloud, it can not
completely remove the cloud shadow. Our proposed method has advantages in removing or
diluting the cloud shadow.

https://scihub.copernicus.eu/dhus/#/home
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(a) 01/18/2017 (b) 05/08/2017 (c) 12/14/2017 (d) 03/14/2018

FIGURE 10. Tokyo images with bands 12, 8A and 5 taken on four different
times by Sentinel-2. (a) January 18, 2017. (b) May 8, 2017. (c) December
14, 2017. (d) March 14, 2018. ( ”MM/DD/YYYY” corresponds to the date the
picture was taken)

(a) 09/10/2022 (b) 09/20/2022 (c) 10/30/2021 (d) 12/24/2021

FIGURE 11. Jinhua images with bands 12, 8A and 5 taken on four different
times by Sentinel-2. (a) September 10, 2022. (b) September 20, 2022. (c)
October 30, 2021. (d) December 24, 2021. (”MM/DD/YYYY” corresponds to
the date the picture was taken)

(a) Observed (b) HaLRTC (c) TNN (d) TVLRSDC (e) Ours

FIGURE 12. Pseudocolor images with bands 12, 8A and 5 of the real observed
image on the Tokyo dataset. (a) Observed. (b)-(e) Cloud removal results by all
methods.

4. DISCUSSION

4.1. Parameter Analysis. The cloud removal model proposed by us mainly includes four pa-
rameters, which are regularization parameters λ1, λ2, λ3 and Lagrangian multiplier β . We used
PSNR as an evaluation index to analyze every parameter in the France and Jiangsu data sets we
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FIGURE 13. Pseudocolor images with bands 12, 8A and 5 of the real observed
image on the Jinhua dataset. (a) Observed. (b)-(e) Cloud removal results by all
methods.

selected. In order to more clearly show the influence of different parameters on the PSNR value,
we drew a line graph of the changes of PSNR in Fig. 14 when different parameters changed.

We set the change range of λ1 to be 1 to 10, the change range of λ2 and λ3 to be 0.001, and
the change range of β to be 0.1 to 1. Finally, in the simulation experiment of this paper, we set
λ1 to be 1 and λ2 to be 0.001. Set λ3 to 0.005 and β to 0.1 to get the highest PSNR value.

4.2. Convergence Behavior. Meanwhile, we drew a line graph of the number of iterations and
relative change (RelCha) through simulation and real experiments to analyze the convergence
of our proposed model algorithm, and the resulting graph was shown in the Fig. 15.

We define RelCha in the k th iteration as :

RelCha =

∥∥Xk−Xk−1
∥∥

F∥∥Xk−1
∥∥

F

.

As can be seen from the figure, for different data sets, whether simulated or real, RelCha
values gradually tend to zero, which indicates the convergence of the developed algorithm.
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FIGURE 14. Sensitivity analysis of the parameters on France dataset and
Jiangsu dataset. (a) PSNR versus regularization parameter λ1. (b) PSNR ver-
sus regularization parameter λ2. (c) PSNR versus penalty parameter λ3 . (d)
PSNR versus penalty parameter β .
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FIGURE 15. RelCha versus iteration number in different cases of two datasets.
(a) Cases 1-3 of the France dataset. (b) Cases 4-6 of the Jiangsu dataset. (c) Real
experiments of the Tokyo dataset. (d) Real experiments of the Jinhua dataset.

5. CONCLUSION

In this paper, we propose a WNGS model to reconstruct multi-temporal RS images destroyed
by clouds and shadows. In this model, weighted nuclear norm is used to describe the global
correlation of data, and group sparse regularization describes the smoothing information and
time series information of data. Different from the completion-based method, this model does
not depend on the accuracy of mask, and can effectively reconstruct multi-temporal remote
sensing images without providing mask. This paper presents an ADMM algorithm for WNGS
model and discusses its parameter setting. Experimental results show that compared with the
existing methods, the proposed method significantly improves the recovery factor in terms of
visual effect and quantitative evaluation.
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