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#### Abstract

Deep neural network (DNN) has been attracting a great attention in various applications. Network training algorithms play essential roles for the effectiveness of DNN. Although stochastic gradient descent (SGD) and other explicit gradient-based methods are the most popular algorithms, there are still many challenges such as gradient vanishing and explosion occurring in training a complex and deep neural networks. Motivated by the idea of error back propagation (BP) and proximal point methods (PPM), we propose a semi-implicit back propagation method for neural network training. Similar to the BP , the update on the neurons are propagated in a backward fashion and the parameters are optimized with proximal mapping. The implicit update for both hidden neurons and parameters allows to choose large step size in the training algorithm. Theoretically, we demonstrate the convergence of the proposed method under some standard assumptions. The experiments on illustrative examples, and two real data sets: MNIST and CIFAR-10, demonstrate that the proposed semi-implicit BP algorithm leads to better performance in terms of both loss decreasing and training/test accuracy, with a detail comparison to SGD/Adam and a similar algorithm proximal back propagation (ProxBP).
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## 1. Introduction

Along with the rapid development of computer hardware, deep neural network methods achieved enormous success in diverse application fields, such as computer vision [1], speech recognition [2, 3], and nature language processing [4]. The key ingredient of neural network methods amounts to solve a highly non-convex optimization problem. The most basic and popular algorithm is stochastic gradient descent (SGD) [5] in the form of "error" back propagation (BP) [6], which generally leads to high efficiency for training deep neural networks. Since then many variants of gradient based methods have been proposed, such as Adagrad[7], Nesterov momentum [8, 9], RMSprop [10], Adam [11] and AMSGrad [12]. Recently many research are dedicated to develop second-order algorithms, for example Newton method [13], quasi-Newton method [14], L-BFGS [15], and natural gradient method [16, 17, 18, 19, 20].

It is well known that the convergence of explicit gradient descent type approaches relies on sufficiently small step size. For example, for a loss function with Lipschitz continuous gradient, the stepsize should be in the range of $(0,2 \beta)$ for $1 / \beta$ being the Lipschitz constant, which is

[^0]in general extremely large for real datasets. Another difficulty in gradient descent approaches is to propagate the "error" deeply, which is commonly known as gradient vanishing due to composition with nonlinear activation functions. Implicit updates are proposed to partially overcome these problems. In [21], proximal back propagation, namely ProxBP, was proposed to utilize the proximal method for the weight updating. Alternative approach is to reformulate the training problem as a sequence of constrained optimization by introducing the constraints on the weights and hidden neurons at each layer. Block coordinate descent (BCD) methods $[22,23,24,25,26,27,28]$ were also proposed and analyzed to solve this problem in constrained formulation. Without the multiconvexity and differentiability assumptions as in [29], the convergence of BCD for solving the learning problem was established in [27] based on the Kurdyka-Łojasiewicz (KŁ) inequality [30, 31]. LPOM[32] algorithm was proposed and used to train neural networks by solving a block multi-convex problem. Along this line, the Alternating direction method of multipliers (ADMM) [33, 34] were proposed with extra dual variables updating. In addition to the above methods, layer-parallel training methods[35, 36, 37] consider training residual networks as a optimal control problem. The SEDONA [38] algorithm divides a neural network into multiple sub-networks and trains them in a greedy manner, which improves the efficiency of neural network training.

Motivated by the work with implicit weight updates to overcome small step sizes and vanishing gradient problems in SGD, we propose a semi-implicit scheme, which has similar form as "error" back propagation through neurons, while the parameters can be updated through solving small size optimization problems at each layer. It can be shown that the sequence generated by the scheme leads to a decreasing objective function and converges to a stationary point. In contrast to explicit gradient descent methods, the proposed method allows to choose large step sizes and leads to a better training performance per epoch. The performance is also stable with respect to the choice of stepsizes. In some sense, our semi-implicit scheme is similar to BCD methods as both are Gauss-Seidel type to propagate the error with its last updated parameters. BCD methods essentially optimize the merit function including neural network loss and the penalty term due to the constraints, while our scheme ensure the descent of the original neural network loss. Compared to the implicit method ProxBP, the errors in the proposed scheme are updated in a more implicit way, for which better training and test performances are achieved based on the experiments on several standard datasets.

The organization of the paper is as follows: Section 2 present some necessary notations. Section 3 present the background. In Section 4, we present the proposed semi-implicit back propagation algorithm. The numerical experiments are provided in Section 5. Finally we conclude the paper in Section 6.

## 2. Notations

Given input-output data pairs $(X, Y)=\left\{x_{i}, y_{i}\right\}_{i=1}^{n}$, we consider a $N$-layer feed-forward fully connected neural network for the simplification of notations. The network structure is demonstrated in Figure 1. Here, the parameters from the $i$-th layer to the $(i+1)$-th layer are the weight matrix $W_{i}$ and bias $b_{i}$, and $\sigma$ is a non-linear activation function, such as sigmod or ReLU. We denote the neuron vector at $i$-th layer before activation as $G_{i}$, and the neurons after activation as


Figure 1. $N$-layer Neural Network
$F_{i}$, i.e. $F_{1}=X$, and for $i=1, \cdots, N-1$

$$
\begin{align*}
G_{i+1} & =W_{i} F_{i}+b_{i} ; \\
F_{i+1} & =\sigma\left(G_{i+1}\right) . \tag{2.1}
\end{align*}
$$

We note that, in general at the last layer, there is no non-linear activation function and $F_{N}=G_{N}$. For ease of notation, we can use an activation function $\sigma$ as identity at the last layer. It should be noticed that non-linear activation function at the last layer can be directly adapted from the algorithm. The generic training model aims to solve the following minimization problem:

$$
\begin{equation*}
\min _{\Theta} J(\Theta ; X, Y):=L\left(F_{N}, Y\right) \tag{2.2}
\end{equation*}
$$

where $\Theta$ denotes the collective parameter set $\left\{W_{i}, b_{i}\right\}_{i=1}^{N-1}$ and $L$ is a cost function with 0 lower bound.

## 3. Background

We introduce the classical back propagation method and two implicit methods: Block coordinate descent and Proximal back propagation (ProxBP). In order to simplify notations, we leave out the bias term in this section.
3.1. Back propagation method. The widely used BP method [6] is based on gradient descent algorithm:

$$
\Theta^{k+1}=\Theta^{k}-\eta \frac{\partial J\left(\Theta^{k} ; X, Y\right)}{\partial \Theta}
$$

where $\eta>0$ is the stepsize. The main idea of the BP algorithm is to use an efficient error propagation scheme on the hidden neurons for computing the partial derivatives of the network parameters at each layer. According to equation (2.1) and (2.2), we denote $\frac{\partial J}{\partial F_{i}}$ to be the partial derivative of the loss function $J$ with respect to the neurons $F_{i}$ at $i$-th layer. The so-called "error" signal $\delta_{N} \equiv \frac{\partial J}{\partial F_{N}}$ at the last level is propagated to the hidden neurons $\delta_{i} \equiv \frac{\partial J}{\partial F_{i}}$ using the chain rule. In fact, for a square loss function, the gradient at the last layer $\delta_{N}=\frac{\partial L\left(F_{N}, Y\right)}{\partial F_{N}}=F_{N}-Y$ is indeed corresponding to an error. Let $\odot$ denote Hadamard product. The propagation from $\delta_{i+1}$ to $\delta_{i}$ for $i=N-1, \cdots, 1$ is then calculated as

$$
\begin{equation*}
\delta_{i}: \frac{\partial J}{\partial F_{i}}=\frac{\partial G_{i+1}}{\partial F_{i}} \frac{\partial F_{i+1}}{\partial G_{i+1}} \frac{\partial J}{\partial F_{i+1}}=W_{i}^{T}\left(\partial \sigma\left(G_{i+1}\right) \odot \delta_{i+1}\right), \tag{3.1}
\end{equation*}
$$

and the partial derivative to $W_{i}$ can be computed as

$$
\begin{equation*}
\frac{\partial J}{\partial W_{i}}:=\frac{\partial G_{i+1}}{\partial W_{i}} \frac{\partial F_{i+1}}{\partial G_{i+1}} \frac{\partial J}{\partial F_{i+1}}=\left(\partial \sigma\left(G_{i+1}\right) \odot \delta_{i+1}\right) F_{i}^{T} . \tag{3.2}
\end{equation*}
$$

At $k$-th iteration, after a forward update of the neurons $G_{i}^{k}, F_{i}^{k}$ by (2.1) using the current parameter set $\left\{W_{i}^{k}\right\}_{i=1}^{N-1}$, we can compute the "error" signal at each neurons sequentially from the $i+1$ level to $i$ level by (3.1) and the parameters $W_{i}^{k+1}$ is updated according to the gradient at the point $W_{i}^{k}$ computed by (3.2).
3.2. Proximal back propagation. The algorithm ProxBP [21] developed from the classical BP method also uses the chain rule to propagate the error (perturbation) back for updating the weights and neurons. To introduce ProxBP, we leave out the bias term and start an iteration from $\Theta^{k}=\left\{W_{i}^{k}\right\}_{i=1}^{N-1}$. Firstly, we need to propagate the error back like BP method to calculate the gradient $\frac{\partial J}{\partial G_{i+1}}$ based on $\left\{W_{i}^{k}\right\}_{i=1}^{N-1}$. This gradient is denoted as $\frac{\partial J}{\partial G_{i+1}^{k}}$. Secondly, we update the parameter set $\left\{W_{i}^{k}\right\}_{i=1}^{N-1}$ as

$$
W_{i}^{k+1}=\underset{W_{i}}{\arg \min }\left\|W_{i} F_{i}^{k}-G_{i+1}^{k}+\eta \frac{\partial J}{\partial G_{i+1}^{k}}\right\|^{2}+\frac{1}{2 \lambda}\left\|W_{i}-W_{i}^{k}\right\|^{2}, \text { for } i=1, \cdots, N-1,
$$

where $\eta$ and $\lambda$ denote the stepsize. Finally, we need to forward propagate according to the parameter set $\left\{W_{i}^{k+1}\right\}_{i=1}^{N-1}$. Different from BP, ProxBP update the parameter implicitly by solving several quadratic programming problems.
3.3. Block coordinate descent. In the following, we present the splitting BCD method proposed in [27]. The BCD method considers to solve the following penalized merit function $J_{\mathrm{BCD}}$

$$
J_{\mathrm{BCD}}:=L\left(F_{N}, Y\right)+\frac{\gamma}{2} \sum_{i=1}^{N-1}\left\|F_{i+1}-\sigma\left(W_{i-1} F_{i-1}\right)\right\|^{2}
$$

Given $\left\{W_{i}^{k}\right\}_{i=1}^{N-1}$ and $\left\{F_{i}^{k}\right\}_{i=1}^{N}$, the updates can be written as

$$
\begin{aligned}
F_{N}^{k+1} & =\underset{F_{N}}{\arg \min } L\left(F_{N}, Y\right)+\frac{\gamma}{2}\left\|F_{N}-\sigma\left(W_{N-1}^{k} F_{N-1}^{k}\right)\right\|^{2}, \\
W_{i}^{k+1} & =\underset{W_{i}}{\arg \min } \frac{\gamma}{2}\left\|\sigma\left(W_{i} F_{i}^{k}\right)-F_{i+1}^{k+1}\right\|^{2}+\frac{1}{2 \lambda_{i}}\left\|W_{i}-W_{i}^{k}\right\|^{2}, \\
F_{i}^{k+1} & =\underset{F_{i}}{\arg \min } \frac{\gamma}{2}\left\|F_{i+1}^{k+1}-\sigma\left(W_{i}^{k+1} F_{i}\right)\right\|^{2}+\frac{\gamma}{2}\left\|F_{i}-\sigma\left(W_{i-1}^{k} F_{i-1}^{k}\right)\right\|^{2}+\frac{1}{2 \lambda_{i}}\left\|F_{i}-F_{i}^{k}\right\|^{2},
\end{aligned}
$$

$$
\text { for } i=N-1, \cdots, 2
$$

To simplify, the bias term is left out. The BCD method do not contain the classical forward and backward propagation compared to BP and ProxBP. Correspondingly, the penalty function is brought in BCD to solve the constraints between layers. When updating the parameter set $\left\{W_{i}^{k}\right\}_{i=1}^{N-1}$, the BCD method takes a similar implicit approach like ProxBP. Theoretically, BCD ensures the descent of the merit function $J_{\mathrm{BCD}}$ but not the original loss function $J$.

## 4. Semi-implicit Back Propagation Method

In this section, we present the proposed semi-implicit back propagation method and establish the convergence theory.
4.1. Semi-implicit back propagation. Compared to the BP method, ProxBP and BCD have solved the gradient vanishing problem to a certain degree, as they both update the parameter set in an implicit way. Inspired by ProxBP and BCD, we propose to update the parameter set implicitly. At the iteration $k$, given the current estimate $\Theta^{k}:\left\{W_{i}^{k}, b_{i}^{k}\right\}_{i=1}^{N-1}$, we first update the neuron $F_{i}^{k}$ and $G_{i}^{k}$ in a feedforward fashion as BP method by using (2.1) for $i=1, \cdots, N-1$. For the backward stage, we start with updating neuron $F_{N}$ at the last layer using the gradient descent:

$$
\delta_{N}^{k}=\frac{\partial L\left(F_{N}^{k}, Y\right)}{\partial F_{N}}, \quad F_{N}^{k+\frac{1}{2}}=F_{N}^{k}-\eta \delta_{N}^{k}
$$

For $i=N-1, \cdots, 1$, given $F_{i+1}^{k+\frac{1}{2}}$, the parameters $W_{i}, b_{i}$ are updated by solving the following optimization problem sequentially

$$
\left\{\begin{array}{l}
W_{i}^{k+1}=\underset{W_{i}}{\arg \min }\left\|\sigma\left(W_{i} F_{i}^{k}+b_{i}^{k}\right)-F_{i+1}^{k+\frac{1}{2}}\right\|^{2}+\frac{1}{2 \lambda_{i}}\left\|W_{i}-W_{i}^{k}\right\|^{2},  \tag{4.1}\\
b_{i}^{k+1}=\underset{b_{i}}{\arg \min }\left\|\sigma\left(W_{i}^{k+1} F_{i}^{k}+b_{i}\right)-F_{i+1}^{k+\frac{1}{2}}\right\|^{2}+\frac{1}{2 \lambda_{i}}\left\|b_{i}-b_{i}^{k}\right\|^{2}
\end{array}\right.
$$

where $\lambda_{i}>0$ is a parameter that is corresponding to stepsize, and we consider the Frobenious norm for matrix norm and distance. The two subproblems at each layer can be solved by a nonlinear conjugate gradient method. This update of parameters is related to using an implicit gradient based on so-called proximal mapping. Taking $W_{i}$ as an example, the optimality in (4.1) gives $W_{i}^{k+1}=W_{i}^{k}-\lambda_{i} \nabla f\left(W_{i}^{k+1}\right)$, where $f\left(W_{i}\right)=\left\|\sigma\left(W_{i} F_{i}^{k}+b_{i}^{k}\right)-F_{i+1}^{k+\frac{1}{2}}\right\|^{2}$. Compared to a direct gradient descent step, this update is unconditionally stable for any stepsize $\lambda$. We note that the proximal mapping was previously proposed for training neural network as ProxBP in [21]. However, the update of the parameter set in (4.1) is different as ProxBP uses $G_{i+1}$ for the data fitting at each layer. Using the neural $F_{i+1}$ for data fitting can avoid differentiating non-smooth activation function $\sigma$ temporarily.

After the update of $W_{i}^{k+1}$ and $b_{i}^{k+1}$, we need to update the hidden neuron $F_{i}$. As in classical BP, we first consider the gradient at $F_{i}^{k}$ as

$$
\frac{\partial J}{\partial F_{i}^{k}}=\frac{\partial F_{i+1}^{k}}{\partial F_{i}^{k}} \frac{\partial J}{\partial F_{i+1}^{k}}=\frac{\partial G_{i+1}^{k}}{\partial F_{i}^{k}} \frac{\partial F_{i+1}^{k}}{\partial G_{i+1}^{k}} \frac{\partial J}{\partial F_{i+1}^{k}} .
$$

It can be seen that the partial derivative $\frac{\partial G_{i+1}^{k}}{\partial F_{i}^{k}}:=W_{i}^{k}$. Different from BP and ProxBP, we use the newly updated $W_{i}^{k+1}$ instead of $W_{i}^{k}$ to compute the error:

$$
\begin{equation*}
\delta_{i}^{k}:=\left(W_{i}^{k+1}\right)^{T} \cdot\left(\partial \sigma\left(G_{i+1}^{k}\right) \odot \delta_{i+1}^{k}\right), \quad F_{i}^{k+\frac{1}{2}}=F_{i}^{k}-\eta \delta_{i}^{k} \tag{4.2}
\end{equation*}
$$

By this formula, the difference can be propagated from the level $N$ to 1 . At the last level $i=1$, we only need to update $W_{1}^{k+1}$ and $b_{1}^{k+1}$ as $F_{1}=X$. The parameters $\left\{W_{j}^{k+1}\right\}_{j=i+1}^{N-1}$ updated previously are used when $W_{i}^{k}$ is updated to $W_{i}^{k+1}$, which is similar to the coordinate descent method and Gauss-seidel method. The overall semi-implicit back propagation (SIBP) method is summarized in Algorithm 1.

```
Algorithm 1 Semi-implicit back propagation
    Input: Current parameters \(\Theta^{k}=\left\{W_{i}^{k}, b_{i}^{k}\right\}\)
    // Forward pass
    \(F_{1}=X\)
    for \(i=1\) to \(N-1\) do
        \(G_{i+1}^{k}=W_{i}^{k} F_{i}^{k}+b_{i}^{k}\)
        \(F_{i+1}^{k}=\sigma\left(G_{i+1}^{k}\right)\)
    end for
    \(\delta_{N}^{k}=\frac{\partial L\left(F_{N}^{k}, Y\right)}{\partial F_{N}}\)
    Update on \(F_{N}^{k} \xrightarrow{\delta_{N}^{k}} F_{N}^{k+\frac{1}{2}}\)
    for \(i=N-1\) to 2 do
        Implicit update on \(\left(W_{i}^{k}, b_{i}^{k}\right) \xrightarrow{F_{i+1}^{k+\frac{1}{2}}}\left(W_{i}^{k+1}, b_{i}^{k+1}\right)\) by (4.1)
        Error propagation \(\delta_{i+1}^{k} \xrightarrow{W_{i}^{k+1}} \delta_{i}^{k}\) by (4.2)
        Explicit update on \(F_{i}^{k} \xrightarrow{\delta_{i}^{k}} F_{i}^{k+\frac{1}{2}}\) by (4.2)
    end for
    Implicit update on \(\left(W_{1}^{k}, b_{1}^{k}\right) \xrightarrow{F_{2}^{k+\frac{1}{2}}}\left(W_{1}^{k+1}, b_{1}^{k+1}\right)\)
    Output: New parameters \(\Theta^{k+1}=\left\{W_{i}^{k+1}, b_{i}^{k+1}\right\}\)
```

Remark 4.1. The algorithm can be easily adapted for solving training with regularization. For example, when there is a separable regularization for each $W_{i}$ and $b_{i}$, i.e.

$$
\min _{\Theta} J(\Theta ; X, Y):=L\left(F_{N}, Y\right)+\gamma r(\Theta),
$$

where $\gamma>0$. Then we can add directly in (4.1) as

$$
\begin{aligned}
W_{i}^{k+1} & =\underset{W_{i}}{\arg \min }\left\|\sigma\left(W_{i} F_{i}^{k}+b_{i}^{k}\right)-F_{i+1}^{k+\frac{1}{2}}\right\|^{2}+\frac{1}{2 \lambda_{i}}\left\|W_{i}-W_{i}^{k}\right\|^{2}+\gamma r\left(W_{i}\right) \\
b_{i}^{k+1} & =\underset{b_{i}}{\arg \min }\left\|\sigma\left(W_{i}^{k+1} F_{i}^{k}+b_{i}\right)-F_{i+1}^{k+\frac{1}{2}}\right\|^{2}+\frac{1}{2 \lambda_{i}}\left\|b_{i}-b_{i}^{k}\right\|^{2}+\gamma r\left(b_{i}\right) .
\end{aligned}
$$

This problem can be easily solved in small size when $r$ is a simple function, for example $\ell_{1}$ regularization.

Remark 4.2. For training with large number of samples, the BP method is used in the form of stochastic gradient descent (SGD) by using a small set of samples at each iteration. The proposed SIBP method can be easily extended to mini-batch version by replacing $(X, Y)=$ $\left\{x_{i}, y_{i}\right\}_{i=1}^{n}$ by a subset $\left\{x_{i}, y_{i}\right\}_{i \in \mathscr{B}_{k}}$ at $k$-th iteration where $\mathscr{B}_{k}$ denotes the random mini-batch index set. Both the convergence and numerical experiments in mini-batch SIBP will be shown in later sections.
4.2. Comparison to BP, ProxBP, and BCD. The algorithms BP, ProxBP, and SIBP all use the chain rule to propagate the error back for updating the weights and neurons except the $B C D$ method. Different from BP and ProxBP, both BCD and SIBP update the neurons sequentially
in Gauss-Seidel type. For updating the weights $\left\{W_{i}\right\}_{i=1}^{N-1}$, BCD, ProxBP and SIBP all need to solve an implicit subproblem, while SIBP and BCD solve from the next-level's updated neurons after activation. The updates on the neuron variables $F_{i}^{k+1}$ in BCD and $F_{i}^{k+\frac{1}{2}}$ in SIBP are conceptionally different, as the former aims to solve the two constraints resulted penalty function, while the latter update in a backward propagation fashion as BP method. It can also shown that SIBP ensure the descent of the original loss function in next section. Practically, SIBP can be easily extended to mini-batch version, while the extension of BCD to stochastic setting is unknown, which may limit its application to large scale problems. We summarize the property of these four algorithms in Table 1.

|  | BP | ProxBP | BCD | SIBP |
| :---: | :---: | :---: | :---: | :---: |
| Propagate by chain rule | $\checkmark$ | $\checkmark$ | $\times$ | $\checkmark$ |
| Implicit subproblem | $\times$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Implicit subproblem(including activation) | $\times$ | $\times$ | $\checkmark$ | $\checkmark$ |
| Descent of neural network loss | $\checkmark$ | $\checkmark$ | $\times$ | $\checkmark$ |
| Gauss-Seidel type update | $\times$ | $\times$ | $\checkmark$ | $\checkmark$ |

TABLE 1. Comparison between BP, ProxBP, BCD and SIBP.
4.3. Convergence analysis. In the following, we drop the bias term $b$ and the regularization. We only consider the set of weights $\Theta=W=\left\{W_{i}\right\}_{i=1}^{N-1}$ for the simplicity of proof. To simplify, we let the loss function $J(\Theta ; X, Y)=J(W)$. The following are some assumptions.

Assumption 4.1. The loss function $J(W) \in C^{2}$, coercive and bounded below.
Assumption 4.2. The activation function $\sigma \in C^{2}(\mathbb{R})$ and $\sigma^{\prime} \geq 0$.
Remark 4.3. Assumption 4.2 is strong and many activation functions do not satisfy the secondorder smoothness, such as ReLU and leaky ReLU. Nevertheless, these kinds of activation function are usually smooth almost everywhere. Considering this fact, we can still use SIBP, a variant of BP, to train a neural network with ReLU or other activation functions as a practical algorithm.

Theorem 4.1 (Convergence of SIBP). Suppose that Assumptions 4.1 and 4.2 hold. For any start point $W^{0}$, there exists $\bar{\eta}>0$, which is dependent on $\left\{\lambda_{i}\right\}$ and $W^{0}$. When $0<\eta<\bar{\eta}$, the sequence $J\left(W^{k}\right)$ decreases and converges, and $\nabla J\left(W^{k}\right)$ converges to $\mathbf{0}$, i.e.,

$$
\begin{aligned}
& J\left(W^{k+1}\right) \leq J\left(W^{k}\right) \leq \cdots \leq J\left(W^{0}\right) \\
& \lim _{k \rightarrow \infty}\left\|\nabla J\left(W^{k}\right)\right\|=0
\end{aligned}
$$

And there exists a subsequence of $\left\{W^{k}\right\}$ that converges to a stationary point of the loss function $J$.

Proof. Given that the loss function $J$ is coercive, the sub-level set $\left\{W \mid J(W) \leq J\left(W^{0}\right)\right\} \subseteq B\left(r_{0}\right)$ for $B\left(r_{0}\right)$ being a closed ball with radius $r_{0}$. The radius $r_{0}$ determines the upper bound of $W^{0}, F_{i}^{0}$
and $G_{i}^{0}$ by the activation function and the loss function. Recall the solution at $i$-th layer is given by

$$
\begin{equation*}
W_{i}^{1}=\underset{W_{i}}{\arg \min }\left\|\sigma\left(W_{i} F_{i}^{0}\right)-F_{i+1}^{\frac{1}{2}}\right\|^{2}+\frac{1}{2 \lambda_{i}}\left\|W_{i}-W_{i}^{0}\right\|^{2} \tag{4.3}
\end{equation*}
$$

By the optimality, we obtain

$$
\left\|\sigma\left(W_{i}^{1} F_{i}^{0}\right)-F_{i+1}^{\frac{1}{2}}\right\|^{2}+\frac{1}{2 \lambda_{i}}\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2} \leq\left\|\sigma\left(W_{i}^{0} F_{i}^{0}\right)-F_{i+1}^{\frac{1}{2}}\right\|^{2}=\left\|F_{i+1}^{0}-F_{i+1}^{\frac{1}{2}}\right\|^{2} .
$$

Considering that $F_{i+1}^{\frac{1}{2}}=F_{i+1}^{0}-\eta \delta_{i+1}^{0}$, for $\eta<\bar{\eta}_{0}$, we have

$$
\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2} \leq 2 \lambda_{i} \eta^{2}\left\|\delta_{i+1}^{0}\right\|^{2}
$$

and

$$
\left\|W_{i}^{1}\right\| \leq\left\|W_{i}^{0}\right\|+\eta \sqrt{2 \lambda_{i}}\left\|\delta_{i+1}^{0}\right\|
$$

For $0 \leq i<N$, it can be demonstrated that $\left\|\delta_{i+1}^{0}\right\| \leq C_{i+1}\left(r_{0}, \bar{\eta}_{0}\right)$ for some $C_{i+1}\left(r_{0}, \bar{\eta}_{0}\right)>0$ that only depends on the initial bound $r_{0}$ and $\bar{\eta}_{0}$. In fact, we first have $\left\|\delta_{N-1}^{0}\right\| \leq C_{N-1}\left(r_{0}, \bar{\eta}_{0}\right)$, and, for $\eta<\bar{\eta}_{0}$,

$$
\begin{aligned}
& \left\|\delta_{i+1}^{0}\right\|=\left\|W_{i+1}^{1}{ }^{T}\left(\partial \sigma\left(G_{i+2}^{0}\right) \odot \delta_{i+2}^{0}\right)\right\| \\
\leq & \left(\left\|W_{i+1}^{0}\right\|+\eta \sqrt{2 \lambda_{i+1}} C_{i+2}\left(r_{0}, \bar{\eta}_{0}\right)\right)\left(\partial \sigma\left(G_{i+2}^{0}\right) \odot \delta_{i+2}^{0}\right) \| \\
\leq & \left(r_{0}+\bar{\eta}_{0} \sqrt{2 \lambda_{i+1}} C_{i+2}\left(r_{0}, \bar{\eta}_{0}\right)\right) M\left(r_{0}\right) C_{i+2}\left(r_{0}, \bar{\eta}_{0}\right) \\
:= & C_{i+1}\left(r_{0}, \bar{\eta}_{0}\right)
\end{aligned}
$$

Thus $\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2} \leq \eta^{2} C_{i}\left(r_{0}, \bar{\eta}_{0}\right)$. Therefore, there exists a closed ball $B\left(r_{1}\right)$ for $r_{1} \leq r_{0}+$ $\bar{\eta}_{0} \max _{1 \leq i \leq N-1} C_{i}\left(r_{0}, \bar{\eta}_{0}\right)$ such that $W^{0} \in B\left(r_{0}\right)$ and $W^{1} \in B\left(r_{1}\right)$. By the smoothess of the function, it is easy to see $\nabla_{W} J$ is Lipschitz continuous on $B\left(r_{1}\right)$. Let $l$ be the corresponding Lipschitz coefficient. We denote the partial derivative of $J\left(W^{0}\right)$ with respect to $W_{i}$ as $\nabla_{W_{i}} J\left(W_{i}^{0}\right)$ for simplification, which leads to

$$
\begin{equation*}
J\left(W^{1}\right) \leq J\left(W^{0}\right)+\sum_{i=1}^{N-1}\left\langle\nabla_{W_{i}} J\left(W_{i}^{0}\right), W_{i}^{1}-W_{i}^{0}\right\rangle+\frac{l}{2} \sum_{i=1}^{N-1}\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2} \tag{4.4}
\end{equation*}
$$

In the following, we prove that $J\left(W^{1}\right) \leq J\left(W^{0}\right)$. We first consider the Taylor expansion of $\sigma\left(W_{i}^{1} F_{i}^{0}\right)$ at the point $W_{i}^{0} F_{i}^{0}$.

$$
\sigma\left(W_{i}^{1} F_{i}^{0}\right)=\sigma\left(W_{i}^{0} F_{i}^{0}\right)+\partial \sigma\left(W_{i}^{0} F_{i}^{0}\right) \odot\left(W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right)+\mathbf{O}\left(\left\|W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right\|^{2}\right)
$$

Combining with the optimality of (4.3), we have

$$
\begin{align*}
& W_{i}^{1}=W_{i}^{0}-\lambda_{i} \nabla_{W_{i}} f_{i}\left(W_{i}^{1}\right) \\
= & W_{i}^{0}-\lambda_{i} \partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot\left(\sigma\left(W_{i}^{1} F_{i}^{0}\right)-F_{i+1}^{0}+\eta \delta_{i+1}^{0}\right) F_{i}^{0^{T}}  \tag{4.5}\\
= & W_{i}^{0}-\lambda_{i} \eta \partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \delta_{i+1}^{0} F_{i}^{0^{T}} \\
& -\lambda_{i}\left[\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot\left(\partial \sigma\left(W_{i}^{0} F_{i}^{0}\right) \odot\left(W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right)\right)\right] F_{i}^{0^{T}} \\
& -\lambda_{i} \partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \mathbf{O}\left(\left\|W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right\|^{2}\right) F_{i}^{0^{T}} . \tag{4.6}
\end{align*}
$$

Reformulating (4.6) leads to

$$
\begin{aligned}
& -\lambda_{i} \eta \partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \delta_{i+1}^{0} F_{i}^{0^{T}}-\lambda_{i} \partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \mathbf{O}\left(\left\|W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right\|^{2}\right) F_{i}^{0^{T}} \\
= & W_{i}^{1}-W_{i}^{0}+\lambda_{i}\left[\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot\left(\partial \sigma\left(W_{i}^{0} F_{i}^{0}\right) \odot\left(W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right)\right)\right] F_{i}^{0^{T}} \\
= & W_{i}^{1}-W_{i}^{0}+\lambda_{i}\left[\left(W_{i}^{1}-W_{i}^{0}\right) F_{i}^{0} \odot \partial \sigma\left(W_{i}^{0} F_{i}^{0}\right) \odot \partial \sigma\left(W_{i}^{1} F_{i}^{0}\right)\right] F_{i}^{0^{T}} \\
\triangleq & \left(W_{i}^{1}-W_{i}^{0}\right)\left(I+\lambda_{i} \mathscr{A}_{i}^{0}\right)
\end{aligned}
$$

where $\mathscr{A}_{i}^{k}$ is a semi-positive definite linear transform as $\sigma^{\prime} \geq 0$

$$
\begin{equation*}
\mathscr{A}_{i}^{0} \triangleq\left[\left(\cdot F_{i}^{0}\right) \odot \partial \sigma\left(W_{i}^{0} F_{i}^{0}\right) \odot \partial \sigma\left(W_{i}^{1} F_{i}^{0}\right)\right] F_{i}^{0^{T}} \tag{4.7}
\end{equation*}
$$

The above formula can be rearranged as

$$
\begin{align*}
& \frac{1}{\lambda_{i} \eta}\left(W_{i}^{1}-W_{i}^{0}\right)\left(I+\lambda_{i} \mathscr{A}_{i}^{0}\right) \\
= & -\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \delta_{i+1}^{0}{F_{i}^{0^{T}}}^{T} \frac{1}{\eta} \partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \mathbf{O}\left(\left\|W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right\|^{2}\right) F_{i}^{0^{T}} . \tag{4.8}
\end{align*}
$$

For the right hand side (RHS) of (4.8), we make a connection of the first term $\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot$ $\delta_{i+1}^{0} F_{i}^{0^{T}}$ with $\nabla_{W_{i}} J$, and the second term can be controlled by reducing $\eta$ as $\mathbf{O}\left(\| W_{i}^{1} F_{i}^{0}-\right.$ $\left.W_{i}^{0} F_{i}^{0} \|^{2}\right) \sim \mathbf{O}\left(\eta^{2}\right)$. Combining with (4.8), we consider

$$
\begin{align*}
& \left\langle\nabla_{W_{i}} J\left(W_{i}^{0}\right), W_{i}^{1}-W_{i}^{0}\right\rangle \\
= & \left\langle-\frac{1}{\lambda_{i} \eta}\left(W_{i}^{1}-W_{i}^{0}\right)\left(I+\lambda_{i} \mathscr{A}_{i}^{0}\right)+\nabla_{W_{i}} J\left(W_{i}^{0}\right)-\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \delta_{i+1}^{0} F_{i}^{0^{T}}\right. \\
- & \left.\frac{1}{\eta} \partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \mathbf{O}\left(\left\|W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right\|^{2}\right) F_{i}^{0^{T}}, W_{i}^{1}-W_{i}^{0}\right\rangle . \tag{4.9}
\end{align*}
$$

The RHS of (4.9) is split into three parts. In Appendix, we prove the following three inequalities which is essential to ensure $J\left(W^{1}\right) \leq J\left(W^{0}\right)$ :

- Part I

$$
\begin{equation*}
\left\langle-\frac{1}{\lambda_{i} \eta}\left(W_{i}^{1}-W_{i}^{0}\right)\left(I+\lambda_{i} \mathscr{A}_{i}^{0}\right), W_{i}^{1}-W_{i}^{0}\right\rangle \leq-\frac{1}{\lambda_{i} \eta}\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2} . \tag{4.10}
\end{equation*}
$$

## - Part II

$\left\langle\nabla_{W_{i}} J\left(W_{i}^{0}\right)-\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \delta_{i+1}^{0} F_{i}^{0^{T}}, W_{i}^{1}-W_{i}^{0}\right\rangle \leq \sum_{j=i}^{N-1} A_{i, j}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{j}^{1}-W_{j}^{0}\right\|^{2}$.

## - Part III

$$
\begin{equation*}
\left\langle-\frac{1}{\eta} \partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \mathbf{O}\left(\left\|W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right\|^{2}\right) F_{i}^{0^{T}}, W_{i}^{1}-W_{i}^{0}\right\rangle \leq B_{i}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2} \tag{4.12}
\end{equation*}
$$

By substituting these inequalities into (4.9), we can update (4.4) as

$$
\begin{aligned}
J\left(W^{1}\right) & \leq J\left(W^{0}\right)+\sum_{i=1}^{N-1}\left\langle\nabla_{W_{i}} J\left(W_{i}^{0}\right), W_{i}^{1}-W_{i}^{0}\right\rangle+\sum_{i=1}^{N-1} \frac{l}{2}\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2} \\
& \leq J\left(W^{0}\right)-\left(\frac{1}{\max \left(\lambda_{i}\right) \eta}-\gamma\left(r_{0}, \bar{\eta}_{0}\right)\right)\left\|W^{1}-W^{0}\right\|^{2} .
\end{aligned}
$$

The parameter $\gamma\left(r_{0}, \bar{\eta}_{0}\right)$ is positive and related to the aggregation of constants $A_{i, j}\left(r_{0}, \bar{\eta}_{0}\right)$, $B_{i}\left(r_{0}, \bar{\eta}_{0}\right)$, and $l$. Thus there exists $\eta \leq \bar{\eta}_{1}=1 /\left(\max \left(\lambda_{i}\right) \gamma\left(r_{0}, \bar{\eta}_{0}\right)\right)$ such that $J\left(W^{1}\right) \leq J\left(W^{0}\right)$, where $\bar{\eta}_{1}$ is only determined by $r_{0}$ and $\bar{\eta}_{0}$. Thus we can obtain $W^{1} \in B\left(r_{0}\right)$ as $J\left(W^{1}\right) \leq J\left(W^{0}\right)$. By repeating this procedure, we can conclude that: if Assumptions 4.1 and 4.2 hold, there exists $\bar{\eta}_{0}, \bar{\eta}_{1}$ such that when $\eta<\bar{\eta}=\min \left(\bar{\eta}_{0}, \bar{\eta}_{1}\right) 0<J\left(W^{k+1}\right) \leq J\left(W^{k}\right) \leq \cdots \leq J\left(W^{0}\right)$ and $\lim _{k \rightarrow \infty} J\left(W^{k}\right)-J\left(W^{k+1}\right)=0$. Furthermore, we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|W_{i}^{k+1}-W_{i}^{k}\right\|^{2}=0, i=1 \cdots N-1 \tag{4.13}
\end{equation*}
$$

Combined with equation (4.5), we obtain the following limit

$$
\begin{aligned}
& W_{i}^{k+1}=W_{i}^{k}-\lambda_{i} \partial \sigma\left(W_{i}^{k+1} F_{i}^{k}\right) \odot\left(\sigma\left(W_{i}^{k+1} F_{i}^{k}\right)-F_{i+1}^{k}+\eta \delta_{i+1}^{k}\right) F_{i}^{k^{T}} \\
\Longrightarrow & \lim _{k \rightarrow \infty}\left\|\lambda_{i} \partial \sigma\left(W_{i}^{k+1} F_{i}^{k}\right) \odot\left(\eta \delta_{i+1}^{k}\right) F_{i}^{k^{T}}\right\|=0 .
\end{aligned}
$$

Using the inequality (A.2) in Appendix and changing the superscript, it yields

$$
\left\|\nabla_{W_{i}} J\left(W_{i}^{k}\right)-\partial \sigma\left(W_{i}^{k+1} F_{i}^{k}\right) \odot \delta_{i+1}^{0} F_{i}^{0^{T}}\right\|^{2} \leq \sum_{j=i}^{N-1} \bar{D}_{j}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{j}^{k+1}-W_{j}^{k}\right\|^{2}
$$

Finally, we obtain $\lim _{k \rightarrow \infty}\left\|\nabla_{W_{i}} J\left(W_{i}^{k}\right)\right\|=0$. By the boundedness of $\left\{W^{k}\right\}$ and equation (4.13), we can conclude that there exist a subsequence of $\left\{W^{k}\right\}$ that converges to a stationary point of the loss function $J$.

In the following, we first introduce some new notations before presenting the convergence of mini-batch SIBP. Define

$$
J(W):=\frac{1}{n} \sum_{t=1}^{n} J\left(W, x_{t}, y_{t}\right)=\frac{1}{n} \sum_{t=1}^{n} J_{t}(W) .
$$

Denote $\mathscr{B}_{k} \subseteq\{1, \cdots, n\}$ as a random mini-batch index set at iteration $k$. Define

$$
J_{\mathscr{B}}(W):=\frac{1}{|\mathscr{B}|} \sum_{t \in \mathscr{B}} J_{t}(W)
$$

where $|\mathscr{B}|$ denotes the number of elements in the mini-batch index set $\mathscr{B}$. Denote $\mathbb{B}$ as the collection of all mini-batch index sets, which means $\mathscr{B} \in \mathbb{B}$. Denote $\eta_{k}$ as the stepsize of gradient descent applied on the activated neurons, when $W^{k}$ is updated to $W^{k+1}$.
Assumption 4.3. $\mathbb{E}\left[\left\|\nabla_{W} J\left(W^{k}\right)-\nabla_{W} J_{\mathscr{B}_{k}}\left(W^{k}\right)\right\|^{2}\right] \leq V^{2}$ for some $V>0$ and all $k \in \mathbb{N}$, where the expectation is taken over random choice of mini-batch in each step.

Theorem 4.2 (Convergence of mini-batch SIBP). Suppose that Assumptions 4.1, 4.2, and 4.3 hold. For any initial point $W^{0}$, choose $\eta_{k}$ such that $0<\eta_{k+1} \leq \eta_{k} \leq \eta_{0}<\tilde{\eta}, \sum_{k=0}^{\infty} \eta_{k}=\infty$, and $\sum_{k=0}^{\infty} \eta_{k}^{2}<\infty$, for some $\tilde{\eta}>0$. Then $\lim _{k \rightarrow \infty} \mathbb{E}\left[\left\|W^{k+1}-W^{k}\right\|^{2}\right]=0$ and $\liminf _{k \rightarrow \infty} \mathbb{E}\left[\left(\| W^{k+1}-\right.\right.$ $\left.\left.W^{k} \| / \eta_{k}\right)^{2}\right] \leq \lambda^{2} V^{2}$.
Proof. From the proof of Theorem 4.1, if $W^{0} \in\{W \mid J(W) \leq \alpha\}$, then there exists a constant $\bar{\eta}$ such that, when $\eta<\bar{\eta}$,

$$
\begin{equation*}
\left\langle\nabla_{W} J\left(W^{0}\right), W^{1}-W^{0}\right\rangle+\frac{l}{2}\left\|W^{1}-W^{0}\right\|^{2} \leq-\left(\frac{1}{\max \left(\lambda_{i}\right) \eta}-\gamma\left(r_{0}, \bar{\eta}_{0}\right)\right)\left\|W^{1}-W^{0}\right\|^{2} \tag{4.14}
\end{equation*}
$$

Considering the mini-batch SIBP, the boundedness of sequence $\left\{W^{k}\right\}_{k=0}^{\infty}$ can be still established. Define $A=\cup_{\mathscr{B} \in \mathbb{B}}\left\{W \mid J_{\mathscr{B}}(W) \leq J_{\mathscr{B}}\left(W^{0}\right)\right\}$ and the coercivity of the loss function $J_{\mathscr{B}}$ leads to the boundess of $A$. For any mini-batch index set $\mathscr{B} \in \mathbb{B}$, there exists a set $A_{\mathscr{B}}$ and a constant $\alpha_{\mathscr{B}}$ satisfying the following condition:

$$
W^{0} \in A \subseteq A_{\mathscr{B}}=\left\{W \mid J_{\mathscr{B}}(W) \leq \alpha_{\mathscr{B}}\right\}, \forall \mathscr{B} \in \mathbb{B}
$$

As the choice of $\mathscr{B}_{0}$ is finite, if $\eta_{0}$ is upper bounded by a constant $\bar{\eta}_{0}$, there exist two constant $r_{0}$ and $r_{1}$ such that $W^{0} \in A_{\mathscr{B}} \subseteq B\left(r_{0}\right)$ for all $\mathscr{B} \in \mathbb{B}$ and $W^{1} \in B\left(r_{1}\right)$. Let $l_{\mathscr{B}}$ be the local Lipschitz constant of $\nabla_{W} J_{\mathscr{B}}(W)$ in the set $B\left(r_{1}\right)$ and $l$ be the local Lipschitz constant of $\nabla_{W} J(W)$ in the set $B\left(r_{1}\right)$. Denote $l_{\max }=\max _{\mathscr{B} \in \mathbb{B}}\left(l_{\mathscr{B}}, l\right)$. For each $\mathscr{B} \in \mathbb{B}$, if $W^{1}$ is updated by the mini-batch index set $\mathscr{B}$, by exploiting inequality (4.14), there exists a corresponding constant $\bar{\eta}_{1}(\mathscr{B})=\min \left(\bar{\eta}_{0}, 1 /\left(\max \left(\lambda_{i}\right) \gamma_{\mathscr{B}}\left(r_{0}, \bar{\eta}_{0}\right)\right)\right)$, when $\eta_{0}<\bar{\eta}_{1}(\mathscr{B})$, we have:

$$
\begin{align*}
& \left\langle\nabla_{W} J_{\mathscr{B}}\left(W^{0}\right), W^{1}-W^{0}\right\rangle+\frac{l_{\max }}{2}\left\|W^{1}-W^{0}\right\|^{2} \\
\leq & -\left(\frac{1}{\max \left(\lambda_{i}\right) \eta_{0}}-\gamma_{\mathscr{B}}\left(r_{0}, \bar{\eta}_{0}\right)\right)\left\|W^{1}-W^{0}\right\|^{2} . \tag{4.15}
\end{align*}
$$

It should be noted that we use $l_{\text {max }}$ instead of $l_{\mathscr{B}}$ in inequality (4.15) and the corresponding loss function is $J_{\mathscr{B}}$. Furthermore, one has

$$
\begin{aligned}
J_{\mathscr{B}}\left(W^{1}\right) & \leq J_{\mathscr{B}}\left(W^{0}\right)+\left\langle\nabla_{W} J_{\mathscr{B}}\left(W^{0}\right), W^{1}-W^{0}\right\rangle+\frac{l_{\mathscr{B}}}{2}\left\|W^{1}-W^{0}\right\|^{2} \\
& \leq J_{\mathscr{B}}\left(W^{0}\right)+\left\langle\nabla_{W} J_{\mathscr{B}}\left(W^{0}\right), W^{1}-W^{0}\right\rangle+\frac{l_{\max }}{2}\left\|W^{1}-W^{0}\right\|^{2} \\
& <J_{\mathscr{B}}\left(W^{0}\right) .
\end{aligned}
$$

Define $\tilde{\eta}=\frac{1}{2} \min _{\mathscr{B} \in \mathbb{B}}\left(\bar{\eta}_{0}, \bar{\eta}_{1}(\mathscr{B})\right)$ and let $\eta_{0}<2 \tilde{\eta}$. For all $\mathscr{B} \in \mathbb{B}$, it holds

$$
\begin{aligned}
& \left\langle\nabla_{W} J_{\mathscr{B}}\left(W^{0}\right), W^{1}-W^{0}\right\rangle+\frac{l_{\max }}{2}\left\|W^{1}-W^{0}\right\|^{2} \\
\leq & -\left(\frac{1}{\max \left(\lambda_{i}\right) \eta_{0}}-\gamma_{\mathscr{B}}\left(r_{0}, \bar{\eta}_{0}\right)\right)\left\|W^{1}-W^{0}\right\|^{2} \\
\leq & -\left(\frac{1}{\max \left(\lambda_{i}\right) \eta_{0}}-\max _{\mathscr{B} \in \mathbb{B}} \gamma_{\mathscr{B}}\left(r_{0}, \bar{\eta}_{0}\right)\right)\left\|W^{1}-W^{0}\right\|^{2} \\
< & 0
\end{aligned}
$$

By randomly choosing a mini-batch index set $\mathscr{B}_{0}$ to update $W^{0}$, if $\eta_{0}<2 \tilde{\eta}$, one obtains

$$
\begin{aligned}
J_{\mathscr{B}_{0}}\left(W^{1}\right) & \leq J_{\mathscr{B}_{0}}\left(W^{0}\right)+\left\langle\nabla_{W} J_{\mathscr{B}_{0}}\left(W^{0}\right), W^{1}-W^{0}\right\rangle+\frac{l_{\mathscr{B}_{0}}}{2}\left\|W^{1}-W^{0}\right\|^{2} \\
& \leq J_{\mathscr{B}_{0}}\left(W^{0}\right)+\left\langle\nabla_{W} J_{\mathscr{B}_{0}}\left(W^{0}\right), W^{1}-W^{0}\right\rangle+\frac{l_{\max }}{2}\left\|W^{1}-W^{0}\right\|^{2} \\
& \leq J_{\mathscr{B}_{0}}\left(W^{0}\right)-\left(\frac{1}{\max \left(\lambda_{i}\right) \eta_{0}}-\gamma_{\mathscr{B}_{0}}\left(r_{0}, \bar{\eta}_{0}\right)\right)\left\|W^{1}-W^{0}\right\|^{2} \\
& \leq J_{\mathscr{B}_{0}}\left(W^{0}\right)-\left(\frac{1}{\max \left(\lambda_{i}\right) \eta_{0}}-\max _{\mathscr{B} \in \mathbb{B}} \gamma_{\mathscr{B}}\left(r_{0}, \bar{\eta}_{0}\right)\right)\left\|W^{1}-W^{0}\right\|^{2} \\
& \leq J_{\mathscr{B}_{0}}\left(W^{0}\right) .
\end{aligned}
$$

Therefore $W^{1} \in\left\{W \mid J_{\mathscr{B}_{0}}(W) \leq J_{\mathscr{B}_{0}}\left(W^{0}\right)\right\} \subseteq A$. Under the following condition, $\eta_{k}<2 \tilde{\eta}$ for all $k \geq 0$, we can repeat this procedure. Therefore, the sequence $\left\{W^{k}\right\}_{k=0}^{\infty}$ is bounded and for all $k, W^{k} \in A$. In the following, we consider the stepsize sequence $\left\{\eta_{k}\right\}_{k=0}^{\infty}$ under the conditions as below $0<\eta_{k+1} \leq \eta_{k} \leq \eta_{0}<\tilde{\eta}, \sum_{k=0}^{\infty} \eta_{k}=\infty$, and $\sum_{k=0}^{\infty}\left(\eta_{k}\right)^{2}<\infty$. To simplify, let $\lambda=\max \left(\lambda_{i}\right)$ and $\gamma=\max _{\mathscr{B} \in \mathbb{B}} \gamma_{\mathscr{B}}\left(r_{0}, \bar{\eta}_{0}\right)$. We have

$$
\eta_{0}<\tilde{\eta} \leq \frac{1}{2} \min _{\mathscr{B} \in \mathbb{B}}\left(\bar{\eta}_{1}(\mathscr{B})\right)=\frac{1}{2 \lambda \gamma} .
$$

Consider the local Lipschitz continuity of $\nabla_{W} J(W)$ and establish the following inequality

$$
\begin{aligned}
J\left(W^{k+1}\right) \leq & J\left(W^{k}\right)+\left\langle\nabla_{W} J\left(W^{k}\right), W^{k+1}-W^{k}\right\rangle+\frac{l}{2}\left\|W^{k+1}-W^{k}\right\|^{2} \\
= & J\left(W^{k}\right)+\left\langle\nabla_{W} J_{\mathscr{B}_{k}}\left(W^{k}\right), W^{k+1}-W^{k}\right\rangle+\frac{l}{2}\left\|W^{k+1}-W^{k}\right\|^{2} \\
& +\left\langle\nabla_{W} J\left(W^{k}\right)-\nabla_{W} J_{\mathscr{B}_{k}}\left(W^{k}\right), W^{k+1}-W^{k}\right\rangle \\
\leq & J\left(W^{k}\right)-\left(\frac{1}{\lambda \eta_{k}}-\gamma\right)\left\|W^{k+1}-W^{k}\right\|^{2}+\frac{1}{2 \lambda \eta_{k}}\left\|W^{k+1}-W^{k}\right\|^{2} \\
& +\frac{\lambda \eta_{k}}{2}\left\|\nabla_{W} J\left(W^{k}\right)-\nabla_{W} J_{\mathscr{B}_{k}}\left(W^{k}\right)\right\|^{2} .
\end{aligned}
$$

Taking the expectation gives

$$
\mathbb{E}_{k}\left[J\left(W^{k+1}\right)\right] \leq J\left(W^{k}\right)-\left(\frac{1}{2 \lambda \eta_{k}}-\gamma\right) \mathbb{E}_{k}\left[\left\|W^{k+1}-W^{k}\right\|^{2}\right]+\frac{\lambda \eta_{k}}{2} V^{2}
$$

where $\mathbb{E}_{k}$ means taking the expectation on the random choice of $\mathscr{B}_{k}$. Now taking the expectation on random choice of all steps before, we have

$$
\begin{equation*}
\mathbb{E}\left[J\left(W^{k+1}\right)\right] \leq \mathbb{E}\left[J\left(W^{k}\right)\right]-\left(\frac{1}{2 \lambda \eta_{k}}-\gamma\right) \mathbb{E}\left[\left\|W^{k+1}-W^{k}\right\|^{2}\right]+\frac{\lambda \eta_{k}}{2} V^{2} \tag{4.16}
\end{equation*}
$$

Multiplying by $\eta_{k}$ and using $\eta_{k}<\tilde{\eta}$, one has

$$
\begin{aligned}
\eta_{k+1} \mathbb{E}\left[J\left(W^{k+1}\right)\right] & \leq \eta_{k} \mathbb{E}\left[J\left(W^{k+1}\right)\right] \\
& \leq \eta_{k} \mathbb{E}\left[J\left(W^{k}\right)\right]-\left(\frac{1}{2 \lambda}-\gamma \eta_{0}\right) \mathbb{E}\left[\left\|W^{k+1}-W^{k}\right\|^{2}\right]+\frac{\lambda \eta_{k}^{2}}{2} V^{2}
\end{aligned}
$$

Taking sum over $k$ yields

$$
\begin{aligned}
\sum_{k=0}^{\infty}\left(\frac{1}{2 \lambda}-\gamma \eta_{0}\right) \mathbb{E}\left[\left\|W^{k+1}-W^{k}\right\|^{2}\right] & \leq \tilde{\eta} J\left[W^{0}\right]-\lim _{k \rightarrow \infty} \eta_{k} \mathbb{E}\left[J\left(W^{k}\right)\right]+\sum_{k=0}^{\infty} \frac{\lambda \eta_{k}^{2}}{2} V^{2} \\
& <\infty
\end{aligned}
$$

Therefore, $\lim _{k \rightarrow \infty} \mathbb{E}\left[\left\|W^{k+1}-W^{k}\right\|^{2}\right]=0$. Rearranging terms in inequality (4.16), we have

$$
\eta_{k}\left[\left(\frac{1}{2 \lambda}-\gamma \eta_{k}\right) \mathbb{E}\left[\left(\left\|W^{k+1}-W^{k}\right\| / \eta_{k}\right)^{2}\right]-\frac{\lambda}{2} V^{2}\right] \leq \mathbb{E}\left[J\left(W^{k}\right)\right]-\mathbb{E}\left[J\left(W^{k+1}\right)\right]
$$

Summing over $k$ leads to

$$
\sum_{k=0}^{\infty} \eta_{k}\left[\left(\frac{1}{2 \lambda}-\gamma \eta_{k}\right) \mathbb{E}\left[\left(\left\|W^{k+1}-W^{k}\right\| / \eta_{k}\right)^{2}\right]-\frac{\lambda}{2} V^{2}\right]<\infty
$$

The condition $\sum_{k=0}^{\infty} \eta_{k}=\infty$ yields

$$
\liminf _{k \rightarrow \infty}\left(\frac{1}{2 \lambda}-\gamma \eta_{k}\right) \mathbb{E}\left[\left(\left\|W^{k+1}-W^{k}\right\| / \eta_{k}\right)^{2}\right] \leq \frac{\lambda}{2} V^{2}
$$

Thus

$$
\liminf _{k \rightarrow \infty} \mathbb{E}\left[\left(\left\|W^{k+1}-W^{k}\right\| / \eta_{k}\right)^{2}\right]=\lambda^{2} V^{2}
$$

## 5. Numerical Experiments

In this section, we compare the performance of $\mathrm{BP}, \operatorname{ProxBP}$ [21], BCD [27] and the proposed SIBP using MNIST or CIFAT-10 datasets. As in the published code of BCD all the samples of dataset have to be loaded at once, we compare with BCD only using small data set such as MNIST. All the experiments are performed in Python with NVIDIA GeForce GTX 1080Ti and the same network settings and initializations are used for a fair comparison. The softmax cross-entropy for the loss function $L$ and ReLU are used for the activation function, as usually chosen in classification problems

$$
\begin{aligned}
L(x, \text { class }) & =-\log \left(\frac{\exp (x[\text { class }])}{\sum_{j} \exp (x[j])}\right) \\
\operatorname{ReLU}(x) & =\max (x, 0) .
\end{aligned}
$$

For the linear Conjugate Gradient used in ProxBP and nonlinear Conjugate Gradient in SIBP, the iterations number is set as 5. All the neural networks in the experiment exclude batch normalization.
5.1. A gradient vanishing example. In the following, we first consider the following synthesized optimization problem from [39]:

$$
\underset{w_{1}, w_{2}, \cdots, w_{L} \in \mathbb{R}}{\arg \min } F(w)=\left(w_{L} w_{L-1} \cdots w_{1}-1\right)^{2} .
$$

The gradient of the weight $w_{i}$ is given as

$$
\nabla_{w_{i}} F=2 w_{1} w_{2} \cdots w_{i-1} w_{i+1} \cdots w_{L}\left(w_{L} w_{L-1} \cdots w_{1}-1\right)
$$

The product of $w_{i}$ leads to gradient vanishing and gradient explosion. For example, the gradient $\nabla_{w_{i}} F$ is extremely large for all $w_{j}=2$ while it is extremely small for $w_{j}=0.5$ for a large $L$. To illustrate the gradient vanishing/explosion problem, Figure 2 shows the gradient of $f(w)=$ $\left(w^{7}-1\right)^{2}$ for all $w_{i}=w$. It can be seen that gradient vanishing occurs when $w \in[-0.8,0.8]$ and gradient explosion occurs when $w$ is outside of $[-0.8,1.2]$.

In the simulation, we randomly generate 10 points $\left\{x_{i}, y_{i}\right\}_{i=1 \cdots 10}$ and consider:

$$
\underset{w_{1}, w_{2}, \cdots, w_{7} \in \mathbb{R}}{\arg \min } F(w)=\sum_{i=1}^{10}\left(w_{7} w_{6} \cdots w_{1} x_{i}-y_{i}\right)^{2} .
$$

For both SIBP and SGD, the variable $w_{j}$ is initialized as normal distribution $N(0.15,0.01)$. The function loss and the difference $\left|w^{k+1}-w^{k}\right|$ are compared to identify whether gradient vanishing occurs. Figure 3 shows that SIBP can escape from the region where gradient vanishing occurs faster than SGD. The curve of the sequential difference of the first component


Figure 2. Gradient vanishing occurs when $w \in[-0.8,0.8]$. Gradient explosion occurs when $w$ is outside of $[-0.8,1.2]$.


Figure 3. Left: the loss function. Right: $\left|w_{1}^{k+1}-w_{1}^{k}\right|$.
$\left|w_{1}^{k+1}-w_{1}^{k}\right|$ shows that $w_{1}^{k}$ of SGD moves more slowly compared to SIBP. When using stochastic gradient, the loss function decreases rapidly after 10 steps using SIBP, while it shows an obvious drop only after 1000 steps using SGD. A similar performance can be observed using full batch gradient.

### 5.2. MNIST Classification.

Shallow Network. In this part, we present an experiment using fully connected neural network on MNIST dataset. The training set contains 60000 samples and the rest 10000 samples are included in the test set. For this dataset, a shallow fully connected neural network of size
$784 \times 500 \times 10$ with ReLU activation function can usually reach $100 \%$ training accuracy by a few epochs. The training process are performed 5 times, and Table 2 shows the average training and test accuracy achieved by SGD, SIBP and ProxBP with different learning rates $l r$ (for SGD) and $\lambda, \eta$ for SIBP and ProxBP. We note that for both ProxBP and SIBP, $\lambda$ refers to the proximal parameter and $\eta$ refers to the gradient step size. It implies that after 50 epoch, the performance of SIBP method is stable with respect to different step size choices, while SGD fails for some choices of learning rate $l r$. For ProxBP, we present the results with $\eta=0.1$ as the best performance is achieved with this set of parameters. The highest test accuracy scores are marked in bold in each column, and we can see that SIBP achieves the highest test accuracy compared to SGD and ProxBP.

| MNIST | Training/Test accuracy |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| SGD | $l r=100$ | $l r=10$ | $l r=1$ | $l r=0.1$ | $l r=0.01$ |
|  | $-/-$ | $-/-$ | $1.0 / \mathbf{0 . 9 8 2 6}$ | $0.9842 / 0.9757$ | $0.9295 / 0.9301$ |
| ProxBP, $\eta=0.1$ | $\lambda=100$ | $\lambda=10$ | $\lambda=1$ | $\lambda=0.1$ | $\lambda=0.01$ |
|  | $1 / 0.9727$ | $1 / 0.9716$ | $1 / 0.9719$ | $1 / \mathbf{0 . 9 7 3 2}$ | $1 / 0.9723$ |
| SIBP, $\eta=10$ | $\lambda=100$ | $\lambda=10$ | $\lambda=1$ | $\lambda=0.1$ | $\lambda=0.01$ |
|  | $1 / \mathbf{0 . 9 8 2 7}$ | $1 / 0.9817$ | $1 / 0.9822$ | $1 / 0.9822$ | $1 / 0.9827$ |
| SIBP, $\eta=1$ | $\lambda=100$ | $\lambda=10$ | $\lambda=1$ | $\lambda=0.1$ | $\lambda=0.01$ |
|  | $1 / \mathbf{0 . 9 8 3 0}$ | $1 / 0.9822$ | $1 / 0.9828$ | $1 / 0.9814$ | $1 / 0.9817$ |
| SIBP, $\eta=0.1$ | $\lambda=100$ | $\lambda=10$ | $\lambda=1$ | $\lambda=0.1$ | $\lambda=0.01$ |
|  | $0.9899 / 0.9727$ | $0.9891 / \mathbf{0 . 9 7 8 3}$ | $0.9899 / 0.9765$ | $0.9886 / 0.9776$ | $0.9857 / 0.9759$ |

TABLE 2. SIBP is stable with different choice of parameter.

Deep Network. Gradient-based methods are usually hard to backpropagate the disturbation in a deep neural network due to gradient vanishing or explosion. In this part of experiment, we attempt to show the performance of SIBP in neural networks with a deep structure compared with ProxBP, BCD and SGD. For the MNIST dataset, we train a $784 \times 600^{10} \times 10$ fully connected neural network. This neural network has 10 hidden layers and each layer contains 600 neurons. We also use ReLU activation function between each layer to increase the non-linearity.
Case 1 The parameters were initialized with $N(0,0.01)$. In Figure 4, SGD and ProxBP can barely optimize this deep network while BCD and SIBP show an advantage. At the same time, SIBP achieve more than $80 \%$ training accuracy with less epochs than BCD.
Case 2 The parameters were initialized with $N(0,0.025)$. In Figure 5, it can be seen that SGD still fails to train the neural networks as the previous example, while SIBP takes the effect quicker compared to ProxBP and BCD.
Case 3 We further set the weight initialized by $N(0,0.03)$, for SGD successes to train this neural network. Figure 6 demonstrates that SIBP arrives a good training accuracy in a much earlier stage compared to SGD, BCD and ProxBP.

At last, we compare the norm of gradient $\left\|\frac{\partial J}{\partial W_{1}}\right\|$ in SIBP and SGD. Figure 7 shows that the norm of the gradient from SIBP decreases and becomes stable more quickly.
5.3. CIFAR-10 Classification. In this part, we show the performance on CIFAR-10 dataset using a full connected network and a Convolutional neural network (CNN). Since BCD can


Figure 4. Both SGD and ProxBP suffer from gradient vanishing issue.


Figure 5. SGD fail, SIBP, BCD and ProxBP work.


Figure 6. SIBP arrives at $100 \%$ accuracy much quicker than BCD, SGD and ProxBP.
not be applied in mini-batch form, here only SIBP, ProxBP and SGD(Adam) are drawn into comparisons. In Figure 8, the performance of the three methods per epoch for CIFAR-10 is shown with a neural network of size $3072 \times 2000 \times 500 \times 10$ with ReLU activation functions. The step size is set as $\eta=0.1$ for both SIBP and ProxBP, while a smaller one for Adam to achieve a better performance. It can be seen that the trainning loss and trainning accuracy of SIBP decrease and increase faster respectively. The improvement on the test accuracy also demonstrates that the proposed SIBP method generalizes well in a comparison to the other two methods.


Figure 7. The norm of gradient $\left\|\frac{\partial J}{\partial W_{1}}\right\|$ from SIBP and SGD show that SIBP escapes from the region where gradient vanishing occurs faster than SGD.


Figure 8. SIBP performs better than ProxBP and Adam both in training and test accuracy.

To illustrate the performance of SIBP on convolutional neural networks, we also train a LeNet on CIFAR-10 dataset. The architecture of CNN is:

$$
\begin{aligned}
& \operatorname{Conv}[16 * 32 * 32] \rightarrow \operatorname{ReLU} \rightarrow \operatorname{Pool}[16 * 16 * 16] \rightarrow \operatorname{Conv}[20 * 16 * 16] \rightarrow \operatorname{ReLU} \rightarrow \\
& \operatorname{Pool}[20 * 8 * 8] \rightarrow \operatorname{Conv}[20 * 8 * 8] \rightarrow \operatorname{ReLU} \rightarrow \operatorname{Pool}[20 * 4 * 4] \rightarrow \mathrm{FC}+\operatorname{Softmax}[10 * 1 * 1]
\end{aligned}
$$

The size of each convolution kernel is $5 * 5$ and the factor of max pooling is 2 . The result is shown in Figure 9. SIBP is slightly better than Adam in generalization. After 50 epochs, the test accuracy of SIBP reaches $70.55 \%$ while Adam's is around $69.6 \%$. The curve SIBP-1
shows better generalization with stepsize $\eta=0.5$ and the curve SIBP-2 shows slightly faster convergence with stepsize $\eta=1$.


Figure 9. SIBP is slightly better than Adam in generalization.

Remark 5.1. To be noticed, for convolutional neural networks, the SIBP algorithm is mainly used to optimize the weights of the convolutional layers connected with activation functions. For pooling layers, we still use standard gradient descent for optimization.
5.4. Training with small size samples. In the training of neural network with small size samples, the landscape of the global minimum may be widespread [40]. Thus one may get a global minimum with $100 \%$ training accuracy or 0 training loss, while the testing performance can be very different. The comparison of the four methods in this setting is performed on MNIST and FashionMNIST dataset. First, a $784 \times 500 \times 10$ neural network containing ReLU activation functions is trained with 10000 training samples from MNIST. Figure 10 shows that SIBP reach $100 \%$ training accuracy with less epochs. For the test accuracy, SIBP reaches $96.7 \%$ after 20 epochs, which is still slightly higher than other methods. For the second experiment, a similar neural network with ReLU activation functions is trained on FashionMNIST dataset. A data set of 2000 training samples is used and the network size is $784 \times 1000 \times 10$. In Figure 11, SIBP achieves $82.25 \%$ accuracy on the test set which is slightly higher than other methods.
5.5. Pruning Neural Networks by $\ell_{1}$ penalty. Neural network pruning is a method to simplify the connections and less the storage of trained networks, which leads to a fast test computation. By adding regularization term in the update of SIBP, we can control the sparsity of


FIGURE 10. SIBP reach $100 \%$ training accuracy with less epochs on MNIST dataset.


Figure 11. SIBP is slightly better in test accuracy on FashionMNIST dataset.
weight by adding a $\ell_{1}$ term

$$
\begin{aligned}
W_{i}^{k+1} & =\underset{W_{i}}{\arg \min }\left\|\sigma\left(W_{i} F_{i}^{k}+b_{i}^{k}\right)-F_{i+1}^{k+\frac{1}{2}}\right\|^{2}+\frac{1}{2 \lambda_{i}}\left\|W_{i}-W_{i}^{k}\right\|^{2}+\gamma\left\|W_{i}\right\|_{1} \\
b_{i}^{k+1} & =\underset{b_{i}}{\arg \min }\left\|\sigma\left(W_{i}^{k+1} F_{i}^{k}+b_{i}\right)-F_{i+1}^{k+\frac{1}{2}}\right\|^{2}+\frac{1}{2 \lambda_{i}}\left\|b_{i}-b_{i}^{k}\right\|^{2}+\gamma\left\|b_{i}\right\|_{1} .
\end{aligned}
$$

The norm $\|\cdot\|_{1}$ denotes the $\ell_{1}$ norm of vector. To prune neural network, we train a LeNet- 5 on MNIST dataset using $\ell_{1}$ norm which is shown in Figure 12. With $\ell_{1}$ regularization, SIBP can reach $98.5 \%$ training accuracy with $70 \%$ elements being zeros.
5.6. Nonlinear CG steps. In this section we show the effect of different nonlinear CG steps in SIBP method given a fixed computation time. Though more steps in nonlinear CG will lead to a more precise solution of sub problems, few steps cost less time and may lead to a faster convergence. We train a $3072 \times 4000 \times 1000 \times 4000 \times 10$ fully connected neural network with different steps in nonlinear CG. Figure 13 demonstrate that 5 iterations achieves higher performance in training accuracy in terms of computation time.

## 6. Conclusions

We proposed a novel optimization scheme in order to overcome the difficulties of small stepsize and vanishing gradient in training neural networks. The computation of new scheme is in


FIGURE 12. SIBP with $\ell_{1}$ regularization is able to prune neural network as well as SGD.


Figure 13. Too many redundant steps in nonlinear CG can be ineffective.
the spirit of error back propagation, with an implicit update on the parameters set and semiimplicit updates on the hidden neurons. The convergence result is established for the proposed algorithm under some standard assumptions. The experiments on an synthesize example, MNIST and CIFAR-10 demonstrate that the proposed SIBP has better performance per epoch compared to SGD and ProxBP. It is demonstrated in the experiment that larger step sizes can be adopted without losing stability and performance.

## APPENDIX A. Inequality proof

Part 1: For $\eta>0$, inequality (4.10) holds, i.e.,

$$
\left\langle-\frac{1}{\lambda_{i} \eta}\left(W_{i}^{1}-W_{i}^{0}\right)\left(I+\lambda_{i} \mathscr{\mathscr { A }}_{i}^{0}\right), W_{i}^{1}-W_{i}^{0}\right\rangle \leq-\frac{1}{\lambda_{i} \eta}\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2}
$$

where $\mathscr{A}_{i}^{0}$ is the linear transformation defined in (4.7).
Proof. Considering the $s$-th row vector $w_{s}^{0}, w_{s}^{1},\left(W_{i}^{0} \mathscr{A}_{i}^{0}\right)_{s}$ of $W_{i}^{0}, W_{i}^{1}$ and $W_{i}^{0} \mathscr{A}_{i}^{0}$, we have

$$
\begin{equation*}
\left\langle\left(W_{i}^{0} \mathscr{A}_{i}^{0}\right)_{s}, w_{s}^{0}\right\rangle=\left(W_{i}^{0} \mathscr{A}_{i}^{0}\right)_{s} w_{s}^{0^{T}}=\left[w_{s}^{0} F_{i}^{0} \odot \partial \sigma\left(w_{s}^{0} F_{i}^{0}\right) \odot \partial \sigma\left(w_{s}^{1} F_{i}^{0}\right)\right] F_{i}^{0^{T}} w_{s}^{0^{T}} \geq 0 . \tag{A.1}
\end{equation*}
$$

Aggregating inequality (A.1), we obtain

$$
\left\langle W_{i}^{0} \mathscr{A}_{i}^{0}, W_{i}^{0}\right\rangle=\sum_{s}\left\langle\left(W_{i}^{0} \mathscr{A}_{i}^{0}\right)_{s}, w_{s}^{0}\right\rangle \geq 0 .
$$

Thus linear transformation $\mathscr{A}_{i}^{0}$ is symmetrical semi-positive. Hence, $\lambda_{\text {min }}\left(I+\lambda_{i} \mathscr{A}_{i}^{0}\right) \geq 1$. Thus it is easy to see that

$$
\left\langle-\frac{1}{\lambda_{i} \eta}\left(W_{i}^{1}-W_{i}^{0}\right)\left(I+\lambda_{i} \mathscr{A}_{i}^{0}\right), W_{i}^{1}-W_{i}^{0}\right\rangle \leq-\frac{1}{\lambda_{i} \eta}\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2}
$$

Part 2: If $\eta \leq \bar{\eta}_{0}$, then the following inequality holds, i.e.,

$$
\begin{equation*}
\left\|\nabla_{W_{i}} J\left(W_{i}^{0}\right)-\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \delta_{i+1}^{0} F_{i}^{0^{T}}\right\|^{2} \leq \sum_{j=i}^{N-1} \bar{D}_{j}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{j}^{1}-W_{j}^{0}\right\|^{2} \tag{A.2}
\end{equation*}
$$

Therefore inequality (4.11) holds.

$$
\left\langle\nabla_{W_{i}} J\left(W_{i}^{0}\right)-\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \delta_{i+1}^{0} F_{i}^{0^{T}}, W_{i}^{1}-W_{i}^{0}\right\rangle \leq \sum_{j=i}^{N-1} A_{i, j}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{j}^{1}-W_{j}^{0}\right\|^{2}
$$

All constants are determined by $r_{0}, \bar{\eta}_{0},\left\{\lambda_{i}\right\}$, activation function $\sigma$, and the loss function $J$.
Proof. By the local Lipschitz continuity of $\partial \sigma$ in the bounded set $B\left(r_{1}\right)$, we have

$$
\left\|\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right)\right\|^{2}\left\|F_{i}^{0^{T}}\right\|^{2} \leq D\left(r_{0}, \bar{\eta}_{0}\right)
$$

and

$$
\left\|\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right)-\partial \sigma\left(W_{i}^{0} F_{i}^{0}\right)\right\|^{2} \leq \tilde{D}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{i}^{0}-W_{i}^{1}\right\|^{2}
$$

Firstly, we prove the following inequality

$$
\begin{aligned}
& \left\|\frac{\partial J}{\partial F_{i}^{0}}-\delta_{i}^{0}\right\|^{2}=\left\|W_{i}^{0^{T}}\left(\partial \sigma\left(W_{i}^{0} F_{i}^{0}\right) \odot \frac{\partial J}{\partial F_{i+1}^{0}}\right)-W_{i}^{1^{T}}\left(\partial \sigma\left(W_{i}^{0} F_{i}^{0}\right) \odot \delta_{i+1}^{0}\right)\right\|^{2} \\
\leq & 2\left\|\left(W_{i}^{1}-W_{i}^{0}\right)^{T}\left(\partial \sigma\left(W_{i}^{0} F_{i}^{0}\right) \odot \frac{\partial J}{\partial F_{i+1}^{0}}\right)\right\|^{2}+2\left\|W_{i}^{1}{ }^{T}\left(\partial \sigma\left(W_{i}^{0} F_{i}^{0}\right) \odot\left(\frac{\partial J}{\partial F_{i+1}^{0}}-\delta_{i+1}^{0}\right)\right)\right\|^{2} \\
:= & D_{i}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2}+D_{i+1}^{0}\left(r_{0}, \bar{\eta}_{0}\right)\left\|\frac{\partial J}{\partial F_{i+1}^{0}}-\delta_{i+1}^{0}\right\|^{2} \\
\leq & D_{i}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2}+D_{i+1}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{i+1}^{1}-W_{i+1}^{0}\right\|+D_{i+2}^{0}\left(r_{0}, \bar{\eta}_{0}\right)\left\|\frac{\partial J}{\partial F_{i+2}^{0}}-\delta_{i+2}^{0}\right\|^{2} \\
\leq & \sum_{j=i}^{N-1} D_{i}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{j}^{1}-W_{j}^{0}\right\|^{2}+D_{N}^{0}\left(r_{0}, \bar{\eta}_{0}\right)\left\|\frac{\partial J}{\partial F_{N}^{0}}-\delta_{N}^{0}\right\|^{2} \\
: & =\sum_{j=i}^{N-1} D_{i}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{j}^{1}-W_{j}^{0}\right\|^{2} .
\end{aligned}
$$

Secondly, we can obtain that

$$
\begin{aligned}
& \left\|\nabla_{W_{i}} J\left(W_{i}^{0}\right)-\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \delta_{i+1}^{0} F_{i}^{0^{T}}\right\|^{2} \\
\leq & 2\left\|\left(\partial \sigma\left(W_{i}^{0} F_{i}^{0}\right)-\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right)\right) \odot \frac{\partial J}{\partial F_{i+1}^{0}} F_{i}^{0^{T}}\right\|^{2}+2\left\|\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot\left(\frac{\partial J}{\partial F_{i+1}^{0}}-\delta_{i+1}^{0}\right) F_{i}^{0^{T}}\right\|^{2} \\
\leq & 2 \tilde{D}\left(r_{0}, \bar{\eta}_{0}\right)\left\|\frac{\partial J}{\partial F_{i+1}^{0}}\right\|^{2}\left\|F_{i}^{0^{T}}\right\|^{2}\left\|W_{i}^{0}-W_{i}^{1}\right\|^{2}+2 D\left(r_{0}, \bar{\eta}_{0}\right) * \sum_{j=i+1}^{N-1} D_{j}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{j}^{1}-W_{j}^{0}\right\|^{2} \\
: & =\sum_{j=i}^{N-1} \bar{D}_{j}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{j}^{1}-W_{j}^{0}\right\|^{2} .
\end{aligned}
$$

Finally, we have

$$
\begin{aligned}
& \left\langle\nabla_{W_{i}} J\left(W_{i}^{0}\right)-\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \delta_{i+1}^{0} F_{i}^{0^{T}}, W_{i}^{1}-W_{i}^{0}\right\rangle \\
\leq & \frac{1}{2}\left\|\nabla_{W_{i}} J\left(W_{i}^{0}\right)-\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \delta_{i+1}^{0} F_{i}^{0^{T}}\right\|^{2}+\frac{1}{2}\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2} \\
\leq & \sum_{j=i}^{N-1} \frac{1}{2} \bar{D}_{j}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{j}^{1}-W_{j}^{0}\right\|^{2}+\frac{1}{2}\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2} \\
: & =\sum_{j=i}^{N-1} A_{i, j}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{j}^{1}-W_{j}^{0}\right\|^{2} .
\end{aligned}
$$

Part 3: If $\eta \leq \bar{\eta}_{0}$, then the following inequality holds, i.e.,

$$
\frac{1}{2 \eta^{2}}\left\|\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \mathbf{O}\left(\left\|W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right\|^{2}\right) F_{i}^{0^{T}}\right\|^{2} \leq E_{i}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2}
$$

Therefore inequality (4.12) holds

$$
\left\langle-\frac{1}{\eta} \partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \mathbf{O}\left(\left\|W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right\|^{2}\right) F_{i}^{0^{T}}, W_{i}^{1}-W_{i}^{0}\right\rangle \leq B_{i}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2}
$$

All constants are determined by $r_{0}, \bar{\eta}_{0},\left\{\lambda_{i}\right\}$, activation function $\sigma$, and loss function $J$.
Proof. Recall that $\mathbf{O}\left(\left\|W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right\|^{2}\right)$ is the second order remainder term of $\sigma\left(W_{i}^{1} F_{i}^{0}\right)-$ $\sigma\left(W_{i}^{0} F_{i}^{0}\right)$ using Taylor expansion.

$$
\sigma\left(W_{i}^{1} F_{i}^{0}\right)-\sigma\left(W_{i}^{0} F_{i}^{0}\right)=\partial \sigma\left(W_{i}^{0} F_{i}^{0}\right) \odot\left(W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right)+\mathbf{O}\left(\left\|W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right\|^{2}\right)
$$

Given $W^{0}, W^{1} \in B\left(r_{1}\right)$, one has

$$
\left\|\mathbf{O}\left(\left\|W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right\|^{2}\right)\right\| \leq \tilde{E}_{i}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right\|^{2}
$$

It follows that

$$
\begin{aligned}
& \frac{1}{2 \eta^{2}}\left\|\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \mathbf{O}\left(\left\|W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right\|^{2}\right) F_{i}^{0^{T}}\right\|^{2} \\
\leq & \frac{1}{2 \eta^{2}} \tilde{E}_{i}\left(r_{0}, \bar{\eta}_{0}\right)^{2}\left\|W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right\|^{4}\left\|\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right)\right\|^{2}\left\|F_{i}^{0}\right\|^{2} \\
\leq & \frac{1}{2 \eta^{2}} \tilde{E}_{i}\left(r_{0}, \bar{\eta}_{0}\right)^{2} * 2 \lambda_{i} \eta^{2} C_{i}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right\|^{2}\left\|\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right)\right\|^{2}\left\|F_{i}^{0}\right\|^{4} \\
: & =E_{i}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2} .
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
& \left\langle-\frac{1}{\eta} \partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \mathbf{O}\left(\left\|W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right\|^{2}\right) F_{i}^{0^{T}}, W_{i}^{1}-W_{i}^{0}\right\rangle \\
\leq & \frac{1}{2 \eta^{2}}\left\|\partial \sigma\left(W_{i}^{1} F_{i}^{0}\right) \odot \mathbf{O}\left(\left\|W_{i}^{1} F_{i}^{0}-W_{i}^{0} F_{i}^{0}\right\|^{2}\right) F_{i}^{0^{T}}\right\|^{2}+\frac{1}{2}\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2} \\
\leq & E_{i}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2}+\frac{1}{2}\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2} \\
: & =B_{i}\left(r_{0}, \bar{\eta}_{0}\right)\left\|W_{i}^{1}-W_{i}^{0}\right\|^{2} .
\end{aligned}
$$

As above, constant $B_{i}$ is determined by $r_{0}, \bar{\eta}_{0},\left\{\lambda_{i}\right\}$, the activation function $\sigma$, and the loss function $J$.
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