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Abstract. In this paper, we provide necessary and sufficient conditions for the existence of solutions for
variational inequalities and sufficient conditions for the existence of solutions for quasi-Ky Fan minimax
inequality, quasi-variational inequalities, and generalized variational inequalities. As applications, we
apply these results to derive existence results for strong Nash equilibria in generalized games which
generalize some existence theorems for Nash equilibria in generalized games in the literature and the
existence theorem for strong Nash equilibria in normal-form games by Nessah and Tian [J. Math. Anal.
Appl. 414 (2014), 871-885]. We also provide sufficient conditions for the uniqueness of strong Nash
equilibria in certain generalized games.
Keywords. Generalized games; Ky Fan minimax inequality; Nash equilibrium; Quasi-variational in-
equalities.

1. INTRODUCTION

The Ky Fan minimax inequality [1] is one of the most important results in mathematical
sciences which is equivalent to many important mathematical theorems, such as the classi-
cal Brouwer’s fixed point theorem, Kakutani fixed point theorem, Fan-Knaster-Kuratowski-
Mazurkiewicz (FKKM) Theorem, and variational inequalities. So far, there have been many
known variations and generalizations of Ky Fan’s original minimax inequality in [1]. For ex-
ample, Lin and Tian [2] provided generalizations of the Ky Fan minimax inequality by relaxing
the compactness and convexity of sets, Scalzo [3] derived an existence theorem for solutions of
quasi-Ky Fan minimax inequality, and Chbani and Riahi [4] used an inertial proximal method
for solving Ky Fan minimax inequalities.

Variational inequality theory is a very powerful mathematical technology. In recent years,
classical variational inequalities and quasi-variational inequalities have been extended and gen-
eralized to a wide class of problems arising in economics, finance, game theory, mechanics,
nonlinear programming, optimization and control, and so on. For more on variational inequali-
ties and quasi-variational inequalities, we refer to [5]-[14].

Nash equilibrium is one of the most important concepts in game theory which has been
studied extensively in the literature. Since Nash [15] established the famous existence theorem
for equilibrium of an n-person non-cooperative game in 1950, there have been many variations
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and generalizations of Nash’s theorem appeared in the literature; see, e.g., [16]-[24]. Despite
of the fact that Nash equilibrium is an important central behavioral solution in noncooperative
games, a Nash equilibrium does not necessarily entail efficiency or stability with respect to
coalitional deviations. The solution concept of strong Nash equilibrium introduced by Aumann
(see [25]) overcomes this shortcoming. The existence of Strong Nash equilibria was studied
in [25] - [29]. Unlike standard Nash equilibria, strong Nash equilibria rarely exist. Duo to its
usefulness, studying the existence of strong Nash equilibria is desirable.

The main contributions of this paper include: (1) we provide necessary and sufficient con-
ditions for the existence of solutions for variational inequalities and sufficient conditions for
the existence of solutions for quasi-Ky Fan minimax inequality, quasi-variational inequalities,
and generalized variational inequalities; (2) we apply these results to derive existence results
for strong Nash equilibria in generalized games which generalize some existence theorems for
Nash equilibria in generalized games, including [9, Theorem 1], and the existence theorem for
strong Nash equilibria in normal-form games in [25]; and (3) we provide sufficient conditions
for the uniqueness of strong Nash equilibria in certain generalized games.

2. SOLUTIONS OF (QUASI-)KY FAN MINIMAX INEQUALITIES

Let X and C be topological spaces, and let ϕ(x,z) : X ×C −→ R be a function. The Ky Fan
minimax inequality is the following problem:{

Find x∗ ∈C such that
ϕ(x,x∗)≤ 0 ∀x ∈ X .

(2.1)

When C =X , under the assumptions that ϕ(·,y) is upper semicontinuous, ϕ(x, ·) is semistrictly
quasiconvex and lower semicontinuous, and ϕ(x,y) is pseudo-monotone, the Ky Fan minimax
inequality is equivalent to the next problem (see [12, Proposition 8]):{

Find x∗ ∈ X such that
ϕ(x∗,y)≥ 0 ∀y ∈ X .

(2.2)

Let X be a non-empty subset of a topological space, and let f : X −→ R be a real-valued
function. We say that f is upper semicontinuous (u.s.c.) on X if ,for each t ∈R, {x∈X | f (x)< t}
is open. We say that f is lower semicontinuous (l.s.c.) if − f is upper semicontinuous, that is,
{x ∈ X | f (x)> t} is open for each t ∈ R. f is continuous if it is both u.s.c. and l.s.c..

A correspondence F : X 7→ 2Y is said to have open lower sections if F−1(y) = {x ∈ X |y ∈
F(x)} is open in X for every y ∈ Y . A correspondence φ : X 7→ 2Y is said to be upper semicon-
tinuous (u.s.c.) if, for any open set V of Y , {x ∈ X |φ(x)⊆V} is open in X .

The following concepts are given in [16] with ϕ(x,z) =U(x,z)−U(z,z).

Definition 2.1. Let X be a non-empty subset of a topological vector space and let C be a non-
empty convex subset of X . The function ϕ(x,z) : X ×X −→ R is diagonally transfer lower
continuous in z on C if ϕ(x,z) > 0 for z ∈ C implies that there exists an open neighborhood
Oz ⊆C of z and x′ ∈ X such that ϕ(x′,z′)> 0 for all z′ ∈ Oz.

Definition 2.2. Let X be a non-empty convex subset of a topological vector space and C be a
non-empty convex subset of X . A function ϕ(x,z) : X ×C −→ R is diagonally transfer quasi-
concave in x if, for any {x1, . . . ,xk} ⊆ X , there exists {z1, . . . ,zk} ⊆ C, where xh −→ zh, such
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that, for each z ∈ co{z1, . . . ,zk} and z = ∑
l
j=1 λ jzh j with each λ j > 0 and ∑

l
j=1 λ j = 1, one has

ϕ(x,z)≤ 0 for some x ∈ {xh1, . . . ,xhl}.

In particular, ϕ(x,z) is said to be 0-diagonally quasi-concave if C = X and {z1, . . . ,zk} =
{x1, . . . ,xk} in Definition 2.2 (see [2] and [3]).

The next concept introduced in [21] is weaker than diagonally transfer quasi-concavity. Let

∆n = {(λ0,λ1, . . . ,λn)|λi ≥ 0 for 0≤ i≤ n and
n

∑
i=0

λi = 1}.

Definition 2.3. Let X be a topological space, and A,Y ⊆ X . A function ϕ : X ×Y −→ R
is called C -quasi-concave on A if, for any finite subset {x0,x1, . . . ,xn} ⊆ A, there exists a
continuous mapping φn : ∆n −→ Y such that min{ϕ(xi,φn(λ0,λ1, . . . ,λn))|i ∈ J} ≤ 0 for all
(λ0,λ1, . . . ,λn) ∈ ∆n, where J = { j ∈ {0,1, . . . ,n}|λ j 6= 0}.

Note that a function ϕ(x,z) is diagonally transfer quasi-concave on X implies that ϕ is C -
quasi-concave on X : For any {x0,x1, . . . ,xn} ⊆ X , there exists {z0,z1, . . . ,zn} ⊆C such that, for
each z ∈ co{z0,z1, . . . ,zk}, z = ∑

n
j=0 λ jz j, there exists xi ∈ {x0, . . . ,xn} satisfying ϕ(xi,z) ≤ 0.

Then take φn(λ0,λ1, . . . ,λn) = ∑
n
j=0 λ jz j for C -quasi-concavity.

Remark 2.1. Given a bifunction ϕ(x,y) : X×X −→R, we say that ϕ(x,y) is diagonally trans-
fer upper continuous in y if −ϕ(x,y) is diagonally transfer lower continuous in y; ϕ(x,y) is
diagonally transfer quasi-convex in x if −ϕ(x,y) is diagonally transfer quasi-concave in x; and
ϕ(x,y) is C -quasi-convex in x if −ϕ(x,y) is C -quasi-concave in x.

The following characterization for the existence of solutions of the Ky Fan minimax inequal-
ity (2.1) follows easily from [30, Lemma 1].

Theorem 2.1. Assume that X is a subset of a Hausdorff topological vector space and C is a
non-empty convex subset of X. Then the Ky Fan minimax inequality (2.1) has a solution if and
only if there exists a non-empty convex compact subset D of C such that the restricted mapping
ϕ|X×D : X ×D −→ R is diagonally transfer lower continuous on D and diagonally transfer
quasi-concave on X.

By using a similar approach as the proof of [21, Theorem 1], one can derive the next charac-
terization for the existence of solutions for problem (2.2) which implies a characterization for
solutions of variational inequalities in the next section. We will give a proof in Appendix 1.

Theorem 2.2. Assume that X is a non-empty convex subset of a Hausdorff topological vector
space, and let ϕ : X ×X −→ R be a function. The problem (2.2) has a solution if and only if
there exists a non-empty convex compact subset D of X such that

(i) D has the fixed point property (continuous functions f : D−→ D have fixed points);
(ii) the restricted mapping ϕ|D×X : D×X −→ R is diagonally transfer upper continuous

on D and C -quasi-convex on X.

Recently, Scalzo [3] introduced the following quasi-Ky Fan minimax inequality. We assume
that X is a non-empty convex subset of a Hausdorff topological vector space. Suppose that
ϕ(x,z) : X ×X −→ R is a function, and let K : X 7→ X be a set-valued mapping. The quasi-Ky
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Fan minimax inequality is the following problem:
Find x∗ ∈ X such that
x∗ ∈ K(x∗) and
ϕ(x,x∗)≤ 0 ∀x ∈ K(x∗).

(2.3)

The next theorem is different from [3, Theorem 2] and [31, Theorem 3.1]. In particular, we
assume that X is a non-empty convex subset of a Hausdorff topological vector space (instead of
a locally convex Hausdorff topological vector space required in [3] and [31]).

Theorem 2.3. Assume that X is a non-empty convex compact subset of a Hausdorff topological
vector space and

(i) ϕ(x,z) is 0-diagonally quasi-concave in x;
(ii) K : X 7→ 2X is non-empty convex valued and has open lower sections;
(iii) the mapping P : X 7→ 2X defined by P(z) = {x ∈ K(z)|ϕ(x,z)> 0} for each z ∈ X

has open lower sections;
(iv) ∆ = {x ∈ X |x ∈ K(x))} is closed.

Then, the quasi-Ky Fan minimax inequality (2.3) has a solution.

Proof. Define the correspondence G : X 7→ 2X by setting

G(x) =
{

K(x) if x ∈ X \∆

coP(x) if x ∈ ∆.

Then it is clear that G is convex valued. Since P has open lower sections by assumption (iii),
it follows from [32, Lemma 5.1] that coP has open lower sections. We claim that G has open
lower sections. In fact, since K(x) is convex by assumption (ii) and P(x) ⊆ K(x), we have
coP(x)⊆ K(x) for each x ∈ X , which implies that coP−1(y)⊆ K−1(y) for each y ∈ X . For any
y ∈ X , if y ∈ coP(x), then G−1(y) = coP−1(y)∪ [K−1(y)∩ (X \∆)]; if y ∈ F(x) \ coP(x), then
G−1(y) = K−1(y)∩ (X \∆). Since ∆ is closed by assumption (iv), we have that X \∆ is open in
X . Recall that K and coP have open lower sections which imply that coP−1(y) and K−1(y) are
open. It follows that G−1(y) is open for each y ∈ X , that is, G has open lower sections.

Now, suppose that G(x) 6= /0 for each x ∈ X . Then it follows from the Fan-Browder fixed
point theorem that there exists x∗ ∈ X such that x∗ ∈ G(x∗). Since coP(x) ⊆ K(x), we have
G(x) ⊆ K(x) for each x ∈ X . It follows that x∗ ∈ G(x∗) ⊆ K(x∗). Thus, x∗ ∈ ∆, which implies
that x∗ ∈ coP(x∗) by the definition of G(x). As coP(x) ⊆ K(x) for all x ∈ X , we have x∗ ∈
coP(x∗)⊆K(x∗), which implies that there exist x1, . . . ,xk ∈P(x∗) such that x∗ ∈ sco{x1, . . . ,xk},
so it follows from 0-diagonally quasi-concavity of ϕ in assumption (i) that there exists x ∈
{x1, . . . ,xk} such that ϕ(x,x∗)≤ 0. However, {x1, . . . ,xk} ⊆ P(x∗) implies that ϕ(xi,x∗)> 0 for
all 1≤ i≤ k, a contradiction. Thus, there exists x′ ∈ X such that G(x′) = /0. Since K(x) 6= /0 for
all x ∈ X by assumption (ii), we must have x′ ∈ ∆, that is, x′ ∈ K(x′) and coP(x′) = /0, which
implies that ϕ(x,x′)≤ 0 for each x ∈ K(x′). Therefore x′ is a solution to (2.3). �

The compactness condition on X in Theorem 2.3 can be relaxed as follows.

Theorem 2.4. Let X be a non-empty convex subset of a Hausdorff topological vector space and
assume that

(i) ϕ(x,z) is 0-diagonally quasi-concave in x;
(ii) K : X 7→ 2X is non-empty convex valued and has open lower sections;
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(iii) the mapping P : X 7→ 2X defined by P(z) = {x ∈ K(z)|ϕ(x,z)> 0} for each z ∈ X
has open lower sections;

(iv) ∆ = {x ∈ X |x ∈ K(x))} is closed and compact;
(v) there exists a non-empty X0 ⊆ X such that X0 is contained in a compact convex

subset X ′ of X and the set D = ∩x∈X0(K
−1(x))c is compact.

Then, the quasi-Ky Fan minimax inequality (2.3) has a solution.

Proof. Define the correspondence G : X 7→ 2X as in the proof of Theorem 2.3. The proof is
almost the same as the proof of Theorem 2.3 except we need to verify that the condition (3)
in [33, Theorem 2.9] holds for G(x) as follows: For each y ∈ X , (G−1(y))c = (coP−1(y))c ∩
((K−1(y))c ∪∆) or (K−1(y))c ∪∆, which implies that (G−1(y))c ⊆ (K−1(y))c ∪∆. It follows
that

∩y∈X0(G
−1(y))c ⊆ ∩y∈X0[(K

−1(y))c∪∆] = [∩y∈X0(K
−1(y))c]∪∆.

Since ∩y∈X0(K
−1(y))c and ∆ are compact by assumptions (iv) and (v), [∩y∈X0(K

−1(y))c]∪∆ is
compact. Since G has open lower sections (as shown in the proof of Theorem 2.3), we have
that G−1(y) is open, so (G−1(y))c is closed for each y ∈ X , which implies that ∩y∈X0(G

−1(y))c

is closed. Thus, ∩y∈X0(G
−1(y))c is compact as it is a closed subset of a compact set.

Suppose that G(x) 6= /0 for all x ∈ X . Then it follows from [33, Theorem 2.9] that G has a
fixed point x∗ ∈ X , i.e., x∗ ∈ G(x∗). The rest of the proof is the same as that in the proof of
Theorem 2.3. �

3. EXISTENCE OF SOLUTIONS FOR VARIATIONAL INEQUALITIES

Variational inequalities and complementarity problems are first defined on Euclidean spaces
Rn in [8] using inner products (dot products). One can extend variational inequalities and com-
plementary problems to any real topological vector space V with topological dual V ∗: Denote
the duality pairing between X and X∗ by 〈·, ·〉, let X be a non-empty convex subset of V , and
let F : V −→ V ∗ be an operator; see, for example, [6], [11], and [14] (Euclidean spaces Rn

and Hilbert spaces with inner products 〈·, ·〉, Banach spaces, and Hausdorff topological vector
spaces are special cases).

Problem (2.2) and Ky Fan minimax inequality (2.1) are closely related to the following prob-
lems:
(I) Variational Inequality: Let X be a non-empty convex subset of a real topological vector
space V . For a mapping F : X −→V ∗, the variational inequality V I(X ,F) is:

Find x∗ ∈ X such that 〈F(x∗),(y− x∗)〉 ≥ 0 for all y ∈ X . (3.1)

By taking ϕ(x,y) = 〈F(x),(y− x)〉, one has that (2.2) and (3.1) are equivalent.
(II) Complementarity Problem: Given a convex cone X of a real topological vector space V , let
F : X −→V ∗ be a mapping and X∗ = {x ∈H |〈x,y〉 ≥ 0 for all y ∈ X}. The

complementarity problem CP(X ,F) is:

Find x∗ ∈ X such that F(x∗) ∈ X∗ and 〈F(x∗),x∗〉= 0. (3.2)

By taking ϕ(x,y) = 〈F(x),(y− x)〉, one sees that (2.2), (3.1), and (3.2) are equivalent ([8,
Proposition 1.1.3]).

The next definition for monotonicity of a bifunction f (x,y) is equivalent to Definition 2.3.1
for F(x) in [8] with f (x,y) = 〈F(x),(y− x)〉.
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Definition 3.1. Let X be a subset of a topological vector space and f : X×X −→R∪{+∞} be
a bifunction. Then f is said to be

(i) strongly monotone on X with parameter µ > 0 if, for all x,y ∈ X , f (x,y) + f (y,x) ≤
−µ||y− x||2;

(ii) monotone on X if, for all x,y ∈ X , f (x,y)+ f (y,x)≤ 0;
(iii) pseudo-monotone on X if f (x,y)≥ 0 implies f (y,x)≤ 0 for all x,y ∈ X ;
(iv) a mapping F : X −→V ∗ is said to be Lipschitz continuous on X with constant

L > 0 if ||F(x)−F(y|| ≤ L||x− y|| for all x,y ∈ X .

Clearly, the pseudo-monotonicity implies that every solution for problem (2.2) is a solution
to Ky Fan minimax inequality (2.1). By [34, Proposition 3.2], one sees that Ky Fan minimax
inequality (2.1) is equivalent to problem (2.2) under the conditions that ϕ(x,y) is upper semi-
continuous in x for all y ∈ X , semistrictly quasiconvex, and lower semicontinuous in y for all
x ∈ X , and pseudo-monotone.

Note that an x∗ ∈ X is a solution to (2.2) with ϕ(x,y) = φ(x,y) if and only if x∗ is a solution
to (2.1) with ϕ(x,y) = −φ(y,x). Through the equivalence (I), Theorems 2.1 and 2.2 imply the
following two characterizations for solutions of variational inequalities V I(X ,F) which imply
existing existence theorems, including those in [8], [10], and [34].

Theorem 3.1. Assume that X is a non-empty convex subset of a Hausdorff topological vector
space, and let ϕ(x,y) = 〈F(x),(y− x)〉. The variational inequality V I(X ,F) has a solution
if and only if there exists a non-empty convex compact subset D of X such that the restricted
mapping ϕ|D×X : D×X −→ R is diagonally transfer upper continuous on D and diagonally
transfer quasi-convex on X.

Theorem 3.2. Assume that X is a non-empty convex subset of a Hausdorff topological vector
space, and let ϕ(x,y) = 〈F(x),(y− x)〉. The variational inequality V I(X ,F) has a solution if
and only if there exists a non-empty convex compact subset D of X such that

(i) D has the fixed point property (continuous functions f : D−→ D have fixed points);
(ii) the restricted mapping ϕ|D×X : D×X −→ R is diagonally transfer upper continuous

on D and C -quasi-convex on X.

Recall that the well-known Schauder’s fixed point theorem states that any continuous map-
ping f : X −→ X on a non-empty convex compact subset X of a normed vector space has a
fixed point in X . Note that Banach spaces and normed spaces are special Hausdorff topological
vector spaces. Theorem 3.2 has the next corollary.

Corollary 3.1. Assume that X is a non-empty closed convex subset of a normed vector space
and ϕ(x,y) = 〈F(x),(y− x)〉. The variational inequality V I(X ,F) has a solution if and only
if there exists a non-empty convex compact subset D of X such that the restricted mapping
ϕ|D×X : D×X −→ R is diagonally transfer upper continuous on D and C -quasi-convex on X.

We denote by V ∗c the subspace of the dual space V ∗ which consists of all continuous linear
functionals on V . Theorem 3.1 implies the next existence theorem for solutions of V I(X ,F)
which implies existing existence theorems, including those in [8], [10], and [34].

Theorem 3.3. Assume that X is a non-empty convex compact subset of a normed vector space
V , F : X −→ V ∗c is a continuous mapping, and ϕ(x,y) = 〈F(x),(y− x)〉. Then the variational
inequality V I(X ,F) has a solution.
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Proof. By applying Theorem 3.1 with D = X , we only need to show that ϕ(x,y) = 〈F(x),(y−
x)〉 is diagonally transfer upper continuous in x on X and diagonally transfer quasi-convex in y
on X . Denote the linear continuous functional fx = F(x) ∈V ∗c . By the definition, one sees that
ϕ(x,y)= 〈F(x),(y−x)〉= fx(y−x)= fx(y)− fx(x). We first show that ϕ(x,y)= fx(y)− fx(x) is
diagonally transfer quasi-convex in y (i.e. −ϕ(x,y) is diagonally transfer quasi-concave in y; see
Definition 2.2). For any {y1, . . . ,yk}⊆ X , take {z1, . . . ,zk}= {y1, . . . ,yk}. Let x∈ co{y1, . . . ,yk}
and x = λ1y1 + · · ·+λkyk with each λi ≥ 0 and ∑

k
i=1 λi = 1 (without loss of generality, assume

λi > 0 for all 1≤ i≤ k). Since fx is linear, we have

0 = 〈F(x),(x− x)〉= ϕ(x,x) = ϕ(x,λ1y1 + · · ·+λkyk) = 〈F(x),(λ1y1 + · · ·+λkyk− x)〉

= 〈F(x),(λ1(y1− x)+ · · ·+λk(yk− x)〉= fx(λ1(y1− x)+ · · ·+λk(yk− x))

=
k

∑
i=1

λi fx(yi− x)≤
( k

∑
i=1

λi

)
max
1≤i≤k

fx(yi− x) = max
1≤i≤k

fx(yi− x).

Thus, there exists y j ∈ {y1, . . . ,yk} such that fx(y j−x)≥ 0, i.e., ϕ(x,y j) = 〈F(x),(y j−x)〉 ≥ 0.
Thus ϕ(x,y) = fx(y)− fx(x) is diagonally transfer quasi-convex in y .

Now, we show that ϕ(x,y) = fx(y)− fx(x) is diagonally transfer upper continuous in x on
X (i.e., −ϕ(x,y) is diagonally transfer lower continuous in x; see Definition 2.1). Assume that
ϕ(x,y)< 0 for x ∈ X and denote−b = ϕ(x,y) with b > 0. Since a linear functional in a normed
vector space is continuous if and only if it is bounded, fx is continuous implies that there exists
M1 > 0 such that | fx(y)| ≤ M1||y|| for every y ∈ X . Recall that, in a normed vector space V ,
| f (x)| ≤ || f ||||x|| for any x ∈ V and any continuous linear function f ∈ V ∗, and the compact
subset X is bounded, i.e., there exists M2 > 0 such that ||x|| ≤M2 for all x ∈ X . It follows that

|ϕ(x,y)−ϕ(x′,y)|= | fx(y)− fx(x)− ( fx′(y)− fx′(x
′))|

≤ | fx(y)− fx′(y)|+ | fx(x)− fx′(x
′))|

≤ | fx(y)− fx′(y)|+ | fx(x)− fx(x′))|+ | fx(x′)− fx′(x
′))|

= |[ fx− fx′](y)|+ | fx((x)− (x′))|+ |[ fx− fx′](x
′))|

≤ || fx− fx′||||y||+M1||x− x′||+ || fx− fx′||||x′||
≤ 2M2|| fx− fx′||+M1||x− x′||.

(3.3)

Take M = max{M1,M2} and ε = b
3M . Since fx = F(x) is continuous at x, one sees that there

exists an open neighborhood Ox of x in X such that ||x− x′|| < ε and || fx− fx′|| < ε for all
x′ ∈ Ox. By (3.3), we obtain

|ϕ(x,y)−ϕ(x′,y)|= | fx(y)− fx(x)− ( fx′(y)− fx′(x
′))|< 2Mε +Mε = 3Mε = b,

which implies that ϕ(x′,y) < 0 for all x′ ∈ Ox, that is, ϕ(x,y) = fx(y)− fx(x) is diagonally
transfer upper continuous in x on X . Therefore, it follows from Theorem 3.1 that variational
inequality V I(X ,F) has a solution. �

Let X be a non-empty convex subset of a real topological vector space V . Let F : X 7→ 2V ∗

be a set-valued mapping. The generalized variational inequality problem GV I(X ,F) for the
mapping F (see [6]) is:

Find x∗ ∈ X and y∗ ∈ F(x∗) such that 〈y∗,(y− x∗)〉 ≥ 0 for all y ∈ X . (3.4)
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Clearly, when F is a single-valued mapping (a function), then y∗ = F(x∗) and (3.4) is reduced
to variational inequality V I(X ,F) in (3.1).

The existence of solutions for generalized variational inequalities GV I(X ,F) has been studied
in the literature; see, e.g., [6]. Recall that a normed vector space is a Hausdorff topological
vector space and the Theorem 3.1 in [32] states: Given a paracompact subset X of a Hausdorff
space and a topological space Y , any mapping ϕ : X 7→ 2Y that is non-empty convex valued and
has open lower sections admits a continuous selection, i.e., there exists a continuous function
f : X −→ Y such that f (x) ∈ ϕ(x) for all x ∈ X . Theorem 3.3 gives directly the next existence
result for solutions of GV I(X ,F) which implies existing existence theorems for GV I(X ,F),
including those in [6].

Theorem 3.4. Assume that X is a non-empty convex compact subset of a normed vector space
V , and let F : X 7→ 2V ∗c be a set-valued mapping, which is non-empty convex valued and has
open lower sections. Then the generalized variational inequality GV I(X ,F) has a solution.

The following quasi-variational inequality (QVI) was introduced in [9] to formulate the gen-
eralized Nash equilibrium game (see also [8] and [13]).

Definition 3.2. For any convex subset X of a topological vector space V , a quasi-variational
inequality QV I(K,F) is defined by a set-valued function K : X 7→ 2X and a mapping F : X −→
V ∗ as the following problem:

Find x∗ ∈ K(x∗) such that 〈F(x∗),(y− x∗)〉 ≥ 0 for all y ∈ K(x∗). (3.5)

Let X be a non-empty convex subset of a topological vector space. Assume that ϕ(x,y) :
X ×X −→ R is a function, and let K : X 7→ X be a set-valued mapping. Similar to (I), one can
see that quasi-variational inequality QV I(K,F) is equivalent to the problem:

Find x∗ ∈ X such that
x∗ ∈ K(x∗) and
ϕ(x∗,y)≥ 0 ∀y ∈ K(x∗).

(3.6)

Clearly, an x∗ ∈ X is a solution to (3.6) with ϕ(x,y) = φ(x,y) if and only if x∗ is a solution to
(2.5) with ϕ(x,y) =−φ(y,x). By the equivalence of QV I(K,F) in (3.5) and problem (3.6), one
has the next two existence theorems for solutions of QV I(K,F) from Theorems 2.3 and 2.4,
which generalize those existence theorems for QVI in [9] and [11].

Theorem 3.5. Assume that X is a non-empty convex compact subset of a Hausdorff topological
vector space V , F : X −→V ∗ is a mapping, and ϕ(x,y) = 〈F(x),(y− x)〉. Suppose that

(i) ϕ(x,y) is 0-diagonally quasi-convex in y;
(ii) K : X 7→ 2X is non-empty convex valued and has open lower sections;
(iii) the mapping P : X 7→ 2X defined by P(x) = {y ∈ K(x)|ϕ(x,y)< 0} for each x ∈ X

has open lower sections;
(iv) ∆ = {x ∈ X |x ∈ K(x))} is closed.

Then, the quasi-variational inequality QV I(K,F) has a solution.

Theorem 3.6. Assume that X is a non-empty convex subset of a Hausdorff topological vector
space V , F : X −→V ∗ is a mapping, and ϕ(x,y) = 〈F(x),(y− x)〉. Suppose that

(i) ϕ(x,y) is 0-diagonally quasi-convex in y;
(ii) K : X 7→ 2X is non-empty convex valued and has open lower sections;
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(iii) the mapping P : X 7→ 2X defined by P(x) = {y ∈ K(x)|ϕ(x,y)< 0} for each x ∈ X
has open lower sections;

(iv) ∆ = {x ∈ X |x ∈ K(x))} is closed and compact;
(v) there exists a non-empty X0 ⊆ X such that X0 is contained in a compact convex

subset X ′ of X and the set D = ∩x∈X0(K
−1(x))c is compact.

Then, the quasi-variational inequality QV I(K,F) has a solution.

4. EXISTENCE OF STRONG NASH EQUILIBRIA IN GENERALIZED GAMES

In this section, we apply Theorems 2.3 and 2.4 to derive the existence of strong Nash equilib-
ria in generalized games. Let N = {1,2, . . . ,n} be the set of n players. For each i ∈ N, Xi is the
strategy space for player i and let X = ∏i∈N Xi be the set of strategy profiles. A strategy profile
x ∈ X is denoted by (xi,x−i), where xi ∈ Xi and x−i ∈ X−i = ∏ j 6=i X j. A game G on player set N
is (Xi,ui)i∈N with the strategy space Xi and the payoff function ui : X −→ R for each i ∈ N.

A generalized game with payoff functions Γ = (Xi,Fi,ui)i∈N is a game with player set N such
that each player i has strategy space Xi, which is a nonempty subset of a Hausdorff toplogical
vector space; each player i has a payoff function ui : X −→ R that depends on his or her own
variables xi as well as on the variables x−i of all other players; and each player i’s strategy must
belong to a set Fi(x) = Fi(x−i)⊆ Xi that depends on the rival players’ strategies x−i. Clearly, a
game (Xi,ui)i∈N is a special generalized game with Fi(x) = Xi for all x ∈ X and each i ∈ N. A
Nash equilibrium of a generalized game is defined as follows (see [9] and [17]).

Definition 4.1. A vector x∗ = (x∗i )i∈N ∈ X = ∏i∈N Xi is called a Nash equilibrium of a general-
ized game Γ if x∗ ∈ F(x∗) = ∏i∈N Fi(x∗) and

ui(x∗i ,x
∗
−i)≥ ui(xi,x∗−i) for all xi ∈ Fi(x∗) and for every i ∈ N. (4.1)

A generalized game Γ on player set N with preferences is a tuple Γ = (Xi,Fi,Pi)i∈N , where,
for each i ∈ N, Xi is non-empty strategy space for player i, which is a subset of a Hausdorff
topological vector space, Fi : X 7→ Xi is the feasible strategy mapping, and Pi : X 7→ X is the
preference mapping for player i.

Remark 4.1. A generalized game Γ = (Xi,Fi,ui)i∈N with payoff functions ui is a special gen-
eralized game with preferences Pi : X −→ X defined as follows: Pi(x) = {y|ui(y) > ui(x)} for
every x ∈ X and for each i ∈ N. Clearly, Γ = (Xi,Fi,ui)i∈N is equivalent to Γ = (Xi,Fi,Pi)i∈N .

Note that a normal-form game Γ = (Xi,Pi)i∈N is a special generalized game Γ = (Xi,Fi,Pi)i∈N
with Fi(x) = Xi for all x ∈ X and each i ∈ N. The next concept of strong Nash equilibrium for
generalized games extends naturally the corresponding concept for normal-form games given
in [25] and [35].

Definition 4.2. An x∗ = (x∗i )i∈N ∈ X is said to be a strong Nash equilibrium for a generalized
game Γ = (Xi,Fi,Pi)i∈N if x∗ ∈ F(x∗) = ∏i∈N Fi(x∗) and for every S ∈N , there exists no xS ∈
FS(x∗) = ∏i∈S Fi(x∗) satisfying

(xS,x∗−S) ∈ Pi(x∗) for every i ∈ S. (4.2)

Clearly, a strong Nash equilibrium is a Nash equilibrium in a generalized game.
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As in [35], we define the function Φ : X×X −→ R as follows:

Φ(x,z) = ∑
S∈N

min
i∈S

P̃i((xS,z−S),z), (4.3)

where P̃i((xS,z−S),z) = 1 if (xS,z−S) ∈ Pi(z), and P̃i((xS,z−S),z) = 0 otherwise.

Proposition 4.1. An x∗ ∈ X is a strong Nash equilibrium of the generalized game
Γ = (Xi,Fi,Pi)i∈N if and only if x∗ ∈ F(x∗) and Φ(x,x∗)≤ 0 for all x ∈ F(x∗).

Proof. The necessity follows directly from the definition. For the sufficiency, let x∗ ∈ F(x∗) and
Φ(x,x∗)≤ 0 for all x ∈ F(x∗). Note that, for each S ∈N and any x ∈ X satisfying xS ∈ FS(x∗),
we have (xS,x∗−S) ∈ F(x∗), so Φ((xS,x∗−S),x

∗) ≤ 0. It follows from (4.3) that for every S ∈N
and all xS ∈FS(x∗), (xS,x∗−S) 6∈Pi(x∗) for at least one i∈ S, that is, x∗ is a strong Nash equilibrium
of Γ. �

The following existence theorem for strong Nash equilibria in generalized games follows
from Theorem 2.3 and Proposition 4.1.

Theorem 4.1. Assume that Γ = (Xi,Fi,Pi)i∈N is a generalized game such that, for each i ∈ N,
(i) Xi is a non-empty convex and compact subset of a Hausdorff topological vector space;
(ii) the mapping Fi : X 7→ Xi is non-empty convex valued and has open lower sections;
(iii) the mapping T : X 7→ 2X defined by T (z) = {x ∈ F(z)|Φ(x,z)> 0} for each z ∈ X

has open lower sections and Φ(x,z) is 0-diagonally quasi-concave;
(iv) ∆ = {x ∈ X |x ∈ F(x)} is closed.

Then Γ has a strong Nash equilibrium.

Proof. Since Xi is compact for each i∈N, it follows from Tychonoff theorem that X =∏i∈N Xi is
compact. Moreover, Xi is non-empty convex for each i∈N implies that X is non-empty convex.
By assumption (ii), for each i ∈ N, Fi is non-empty convex valued and has open lower sections,
i.e., F−1

i (yi) = {x ∈ X |yi ∈ Fi(x)} is open for each yi ∈ Xi. It follows that F(x) = ∏i∈N Fi(x) is
non-empty convex for each x ∈ X and F−1(y) = {x ∈ X |y ∈ F(x)}= ∩i∈N{x ∈ X |yi ∈ Fi(x)} is
open for each y ∈ X , that is, F has open lower sections. Since T (z) = {x ∈ F(z)|Φ(x,z) > 0}
has open lower sections and Φ(x,z) is 0-diagonally quasi-concave by assumption (iii), it follows
from Theorem 2.3 and Proposition 4.1 that Γ has a strong Nash equilibrium. �

As a consequence of Theorem 4.1, together with Remark 4.1, we have the following existence
theorem for strong Nash equilibria in generalized games (Xi,Fi,ui)i∈N .

Theorem 4.2. Assume that Γ = (Xi,Fi,ui)i∈N is a generalized game such that, for each i ∈ N,
(i) Xi is a non-empty convex and compact subset of a Hausdorff topological vector space;
(ii) the mapping Fi : X 7→ Xi is non-empty convex valued and has open lower sections;
(iii) ui is continuous in x and quasi-concave;
(iv) ∆ = {x ∈ X |x ∈ F(x)} is closed.

Then Γ has a strong Nash equilibrium.

Proof. Similar to the proof of Theorem 4.1, we have that X is non-empty convex and compact,
and F is non-empty convex valued and has open lower sections. By Remark 4.1, one can define
preference mapping Pi : X 7→ 2X for each i ∈ N by

Pi(x) = {y ∈ X |ui(y)> ui(x)} for every x ∈ X .
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Then Γ = (Xi,Fi,ui)i∈N is equivalent to Γ = (Xi,Fi,Pi)i∈N . Since ui is continuous by assumption
(iii), ui(y)−ui(x) is continuous which implies that Pi has open lower sections for each i ∈ N.

Next, we show that Φ(x,z) is 0-diagonally quasi-concave. Let {x1, . . . ,xk} ⊆ X and z ∈
co{x1, . . . ,xk}. Then z = ∑

l
j=1 λ jxh j with each λ j > 0 and ∑

l
j=1 λ j = 1. We need to show that

Φ(x,z) ≤ 0 for some x ∈ {xh1, . . . ,xhl}. Let φ S
i (x,z) = ui(xS,z−S) for each S ∈N . For each

i ∈ N, since ui is quasi-concave, φ S
i (x,z) is quasi-concave in x. It follows that, for each i ∈ N

and every S ∈N ,

φ
S
i (z,z) = φ

S
i

( l

∑
j=1

λ jxh j ,z
)
≥ min

1≤ j≤l
φ

S
i (xh j ,z) = φ

S
i (x

S
i ,z),

for some xS
i ∈ {xh j1

, . . . ,xh jn
}. Let x ∈ {xh j1

, . . . ,xh jn
} be such that φ S

i (x,z) ≤ φ S
i (x

S
i ,z) for all

i ∈ N and all S ∈N . Then it follows that, for all S ∈N and every i ∈ N,

φ
S
i (x,z)≤ φ

S
i (z,z) or ui(xS,z−S)≤ ui(z),

which implies that Φ(x,z)≤ 0 by (4.3). Thus, Φ(x,z) is 0-diagonally quasi-concave.
Define the mapping T : X 7→ 2X by T (z) = {x ∈ F(z)|Φ(x,z)> 0} for each z ∈ X . We claim

that T has open lower sections. In fact, for each x ∈ X , one can show that T−1(x) = {z ∈ X |x ∈
T (z)} is open as follows: Let z ∈ T−1(x). Then x ∈ T (z) means that x ∈ F(z) and Φ(x,z)> 0.
Since F has open lower sections, F−1(x) is open and z ∈ F−1(x) implies that there exists an
open neighborhood O′z of z such that O′z ⊆ F−1(x).

On the other hand, by (4.3), Φ(x,z)> 0 implies that there exists S ∈N such that (xS,z−S) ∈
Pi(z) for all i∈ S. Since Pi(z) has open lower sections for each i∈ S, z∈{y∈X |(xS,z−S)∈Pi(y)}
means that there exists an open neighborhood Oi

z of z such that Oi
z ⊆ {y ∈ X |(xS,z−S) ∈ Pi(y)}

for each i ∈ S. Take Oz = O′z ∩ (∩i∈SOi
z). Then Oz is an open neighborhood of z such that

Oz ⊆ F−1(x) and Oz ⊆ {y ∈ X |(xS,z−S) ∈ Pi(y)} for every i ∈ S. Thus, we have that, for each
z′ ∈ Oz, z′ ∈ F−1(x) which implies that x ∈ F(z′), and (xS,z−S) ∈ Pi(z′)} which implies that
ui(xS,z−S) > ui(z′) for each i ∈ S. Since ui is continuous for each i ∈ N, by making the open
neighborhood Oz of z small enough if necessary, one may assume that ui(xS,z′−S) > ui(z′) for
all z′ ∈ Oz and for each i ∈ S, which implies that Φ(x,z′) > 0 for all z′ ∈ Oz. It follows that
Oz ⊆ T−1(x), that is, T−1(x) is open. Thus, T has open lower sections. Now, it follows from
Theorem 4.1 that Γ has a strong Nash equilibrium. �

Since a strong Nash equilibrium is a Nash equilibrium in a generalized game, Theorem 4.2
implies [9, Theorem 1] (note that the upper semicontinuity of Fi’s implies condition (iv)). Recall
that a game Γ = (Xi,ui)i∈N is a special generalized game Γ = (Xi,Fi,ui)i∈N with Fi(x) = Xi for
each i ∈ N and all x ∈ X which satisfies assumption (ii) and has ∆ = X . Theorem 4.2 has the
next corollary which strengthens [25, Theorem 3.1].

Corollary 4.1. Assume that Γ = (Xi,ui)i∈N is a game such that, for each i ∈ N, Xi is a non-
empty convex and compact subset of a Hausdorff topological vector space and ui is continuous
in x and quasi-concave. Then Γ has a strong Nash equilibrium.

Similar to the proof of Theorem 4.2, by applying Theorem 2.4 instead of Theorem 2.3, one
obtains the following theorem, which relaxes the compactness of Xi in Theorem 4.2.

Theorem 4.3. Assume that Γ = (Xi,Fi,ui)i∈N is a generalized game such that, for each i ∈ N,
(i) Xi is a non-empty convex subset of a Hausdorff topological vector space;
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(ii) the mapping Fi : X 7→ Xi is non-empty convex valued and has open lower sections;
(iii) ui is continuous in x and quasi-concave;
(iv) ∆ = {x ∈ X |x ∈ F(x)} is closed and compact;
(v) there exists a non-empty X0 ⊆ X such that X0 is contained in a compact convex

subset of X and the set D = ∩x∈X0(F
−1(x))c is compact.

Then Γ has a strong Nash equilibrium.

5. UNIQUENESS OF STRONG NASH EQUILIBRIA IN GENERALIZED GAMES

Theorem 4.2 provides the existence for strong Nash equilibrium in certain generalized games.
In this section, we give sufficient conditions for the uniqueness of the strong Nash equilibrium
in certain generalized games with strategy space in Rm. Recall that a strong Nash equilibrium
is a Nash equilibrium in a generalized game. The uniqueness of the Nash equilibrium together
with the existence of the strong Nash equilibrium imply the uniqueness of the strong Nash equi-
librium in a generalized game. Recall from [8, Theorem 2.3.3(b)] that the strong monotonicity
of F(x) ensures the uniqueness of solutions for variational inequality V I(X ,F).

Let Γ = (Xi,Fi,ui)i∈N be a generalized game such that each ui is differentiable, and denote
X = ∏i∈N Xi and F = ∏i∈N Fi. Define

Φ(x)≡ (−5xi ui(x))i∈N for each x ∈ X , (5.1)

where 5xiui(x) is the gradient of the payoff function ui with respect to xi. Then it is easy
to check that x∗ is a Nash equilibrium of a generalized game Γ = (Xi,Fi,ui)i∈N if and only if
x∗ solves the quasi-variational inequality QV I(F,Φ) defined by (3.4) (see [8] and [9]), where
〈Φ(x),(y− x)〉 is the inner product.

The next uniqueness theorem for quasi-variational inequality QV I(F,Φ) is [7, Theorem 1].

Theorem 5.1. (Dreves, 2016). Let X is a non-empty convex subset of a Euclidean space. Sup-
pose that the following assumptions hold:

(i) Φ defined by (5.1) is Lipschitz continuous with constant L > 0 and strongly monotone
with modulus µ > 0 and γ = L

µ
≥ 1;

(ii) for some constant 0 < α < 1
γ(γ+
√

γ2−1)

||Pro jF(x)[z]−Pro jF(y)[z]|| ≤ α||x− y|| ∀x,y,x ∈ X ,

where Pro jF(x)[z] is the Euclidean projection of point z onto F(x). Then there is a unique
solution to the quasi-variational inequality QV I(F,Φ).

Now, Theorems 4.2 and 5.1 together imply the following uniqueness of strong Nash equilibria
in generalized games.

Theorem 5.2. Assume that Γ = (Xi,Fi,ui)i∈N is a generalized game such that, for each i ∈ N,
(i) Xi is a non-empty convex and compact subset of a Euclidean space;
(ii) the mapping Fi : X −→ 2Xi is non-empty convex valued and lower semicontinuous;
(iii) ui is continuous in x and quasi-concave;
(iv) ∆ = {x ∈ X |x ∈ F(x)} is closed;
(v) Φ defined by (5.1) is Lipschitz continuous with constant L > 0 and strongly monotone

with modulus µ > 0 and γ = L
µ
≥ 1;



VARIATIONAL INEQUALITIES, KY FAN MINIMAX INEQUALITY, AND STRONG NASH EQUILIBRIA 261

(vi) for some constant 0 < α < 1
γ(γ+
√

γ2−1)

||Pro jF(x)[z]−Pro jF(y)[z]|| ≤ α||x− y|| ∀x,y,x ∈ X ,

where Pro jF(x)[z] is the Euclidean projection of point z onto F(x).
Then Γ has a unique strong Nash equilibrium.

Since a game Γ = (Xi,ui)i∈N is a special generalized game Γ = (Xi,Fi,ui)i∈N with Fi(x) = Xi
for each i ∈ N and all x ∈ X , we have F(x) = ∏i∈N Fi(x) = ∏i∈N Xi = X for every x ∈ X , which
implies that ∆ = X and QV I(F,Φ) is the same as V I(F,Φ) in this case. Thus, Corollary 4.1 and
[8, Theorem 2.3.3 (b)] imply the next consequence for the uniqueness of strong Nash equilibria
in standard normal-form games.

Theorem 5.3. Assume that Γ = (Xi,ui)i∈N is a game such that, for each i ∈ N,
(i) Xi is a non-empty convex and compact subset of a Euclidean space;
(ii) ui is continuous in x and quasi-concave;
(iii) Φ defined by (5.1) is strongly monotone.

Then Γ has a unique strong Nash equilibrium.

6. CONCLUDING REMARKS

In Sections 2 and 3, we provided necessary and sufficient conditions for the existence of
solutions for variational inequalities, and sufficient conditions for the existence of solutions for
quasi-Ky Fan minimax inequalities, quasi-variational inequalities, and generalized variational
inequalities. By applying these existence theorems, we established sufficient conditions for the
existence of strong Nash equilibria in generalized games in Section 4. We provide sufficient
conditions for the uniqueness of strong Nash equilibria in certain games and generalized games
in Section 5.

By [8, Theorem 2.3.3(b)], the strong monotonicity of F(x) ensures the uniqueness of solu-
tions to variational inequality V I(X ,F). For quasi-variational inequalities QV I(K,F), many do
not have unique solutions. For example, QVIs coming from reformulations of jointly convex
generalized Nash equilibrium problems typically have non-unique solutions; see [36]. There are
also classes of problems for which uniqueness can be shown; see [7] and [14]. It is interesting
to see which uniqueness results for variational inequalities (VIs) can be generalized for QVIs.
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Appendix 1
Proof of Theorem 2.2. Necessity: Suppose that problem (2.2) has a solution x∗ ∈ X . Then
we have ϕ(x∗,x) ≥ 0 for all x ∈ X . Take D = {x∗}. Then it is clear that D has the fixed point
property and ϕ|D×X : D×X −→R is diagonally transfer upper continuous on D. We now prove
that ϕ|D×X is C -quasi-convex on X . Let {x1, . . . ,xk} be any subset of X . Define the continuous
mapping φn : ∆n −→ D by

φn(λ0,λ1, . . . ,λn) = x∗ for all (λ0,λ1, . . . ,λn) ∈ ∆n.

Then ϕ(φn(λ0,λ1, . . . ,λn),x) = ϕ(x∗,x) ≥ 0 for all x ∈ X . Thus ϕ|D×X is C -quasi-convex on
X .

Sufficiency: Suppose that there exists a non-empty compact subset D of X satisfying that
ϕ|D×X is diagonally transfer upper continuous on D and C -quasi-convex on X . For simplicity,
we denote Φ = ϕ|D×X . Define the correspondence G : X −→ 2D by

G(y) = {x ∈ D|Φ(x,y)≥ 0} for all y ∈ X . (6.1)

Since Φ is diagonally transfer upper continuous on D, we have that ∩y∈X clDG(y) = ∩y∈X G(y):
Clearly, ∩y∈X G(y)⊆ ∩y∈X clDG(y). For the other inclusion, suppose, to the contrary, that there
exists some z ∈ ∩y∈X clDG(y) but z 6∈ G(y′) for some y′ ∈ X . Then Φ(z,y′) < 0. By the diago-
nally transfer upper continuity of Φ on D, there exists some y′′ ∈ X such that z 6∈ clDG(y′′), a
contradiction.

We now show that {clDG(y)|y ∈ X} has finite intersection property. To the contrary, suppose
that there exists a finite set {x0,x1, . . . ,xn} ⊆ X such that ∩n

i=0clDG(xi) = /0. Then ∪n
i=0(D \

clDG(xi)) = D. Since D is compact and D \ clDG(xi) = (clDG(xi))c is open in D, by [37,
Proposition 2], there exists a continuous partition of unity { f0, f1, . . . , fn} subordinated to the
above covering, i.e., each fi : D−→ [0,1] is continuous, fi(x) 6= 0 if and only if x∈D\clDG(xi),
and ∑

n
i=0 fi(x) = 1 for all x ∈ D. Since Φ is C -quasi-convex on X , there exists a continuous

mapping φn : ∆n −→ D such that, for J = { j ∈ {0,1, . . . ,n}|λ j 6= 0},

max{Φ(φn(λ0,λ1, . . . ,λn),xi)|i ∈ J} ≥ 0 (6.2)

for all (λ0,λ1, . . . ,λn) ∈ ∆n. Define the mapping g : D−→ D by

g(x) = φn( f0(x), f1(x), . . . , fn(x)) for all x ∈ D.

Then g(x) is continuous as φn and fi, i = 0,1, . . . ,n, are continuous. By assumption (i), g
has a fixed point x∗ ∈ D, that is, x∗ = g(x∗) = φn( f0(x∗), f1(x∗), . . . , fn(x∗)). Let J = { j ∈
{0,1, . . . ,n}| f j(x∗) 6= 0}. Then J 6= /0. If follows from (6.2) that

max{Φ(x∗,xi)|i ∈ J}= max{Φ(φn( f0(x∗), f1(x∗), . . . , fn(x∗)),xi)|i ∈ J} ≥ 0.

On the other hand, x∗ 6∈ clDG(x j) for each j ∈ J. It follows from (6.1) that Φ(x∗,x j)< 0 for each
j ∈ J, which implies that max{Φ(x∗,xi)|i ∈ J}< 0, a contradiction. Thus, {clDG(y)|y ∈ X} has
finite intersection property. Since D is compact, it follows that ∩y∈X clDG(y) 6= /0. Therefore,
there exists x∗ ∈ ∩y∈X clDG(y) = ∩y∈X G(y)⊆ X , which implies that ϕ(x∗,y)≥ 0 for all y ∈ X ,
i.e., x∗ is a solution to problem (2.2). �
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