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Abstract. The aim of this paper is to study the stability analysis for a contaminant convection-reaction-
diffusion model of the recovered fracturing fluid (RFFM, for short), which couples a nonlinear and non-
smooth stationary incompressible Navier-Stokes equation with a multivalued frictional boundary condi-
tion, and a nonlinear reaction-diffusion equation with mixed Neumann boundary conditions. First, we
introduce a family of perturbation problems corresponding to (RFFM), and present the variational for-
mulation of perturbation problem which is a perturbation elliptic hemivariational inequality driven by a
perturbation nonlinear variational equation. Then, the existence of solutions and the uniform bound of
the solution set to the perturbation problem are obtained. Finally, it is established that, as the perturba-
tion parameter tends to zero, the solution set of the perturbation problems converge to the solution set of
(RFFM) in the sense of the Kuratowski upper limit. This shows that (RFFM) is stable with respect to the
perturbation data.

Keywords. Hemivariational inequality; Kuratowski upper limit; Mosco convergence; Navier-Stokes
equation; Recovered fracturing fluid.

1. INTRODUCTION

Stability analysis of mathematical models has become an important problem in many fields,
such as computation, control theory, and frame theory. The main motivation is that researchers
can not expect to know the exact data of the problem in practical applications, so the stability
analysis is a key step to evaluate whether a mathematical model is of a good quality. From the
view-point of numerical approximation, the stability analysis is essential. Indeed, due to the

∗Corresponding author.
E-mail address: jinxiacen@163.com (J. Cen), stanislaw.migorski@uj.edu.pl (S. Migórski), calogero.vetro@
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perturbation of coefficients by different factors, stability analysis could help us to study numer-
ical solutions. In the recent years, there have been efforts to establish the stability results for
variational problems, optimal control problems, optimization problems, and so on. In partic-
ular, Han-Li [1] systematically analyzed the stability of a class of variational-hemivariational
inequalities, including the continuous dependence of the solution on the data, and then provided
the stability analysis of the solution of inequality problems in contact mechanics with respect to
constitutive relations, external forces, constraints, and nonsmooth contact boundary conditions.
Chen-Mar [2] proved the Lipschitz continuity of the optimal value, and closedness and upper
semicontinuity of the optimal solution set in robust optimization problems with an uncertainty
in the constraint. For the more results in this direction, one could refer to [3–8].

The hydraulic fracturing technology has an important role in increasing production of shale
gas reservoir, for example, connecting artificial fractures with natural fractures and layered
interfaces to form a large-scale fracture network, which is the main channel of shale gas pro-
duction. In order to obtain the effective network volume and fracture complexity in shale gas
reservoir, many scholars paid attention to the flow process of recovered fracturing fluid [9–14],
since the flowback data of fracturing fluid carries the characteristic information about effective
fracture network. Recently, in [15], the authors studied the flow behavior of the recovered frac-
turing fluid and the reaction-diffusion phenomenon of contaminants in the wellbore of shale gas
reservoir, and applied various constitutive laws, diffusion principles, and friction relations to
construct a contaminant convection-reaction-diffusion model of recovered fracturing fluid (re-
covered fracturing fluid model, RFFM, for short). More precisely, the model introduced in [15]
was formulated by the following problem:

Problem 1.1. Find a velocity field vvv : Ω→ Rd , a pressure π : Ω→ R, and a concentration
c : Ω→ R such that

−DivCCC(DDD(vvv))+ vvv ·∇vvv+∇π = fff in Ω, (1.1)

∇ · vvv = 0 in Ω, (1.2)

vvv = 000 on Γ0, (1.3){
vν = 0,
−ττττ(vvv) ∈ ∂ j(xxx,c,vvvτ)

on Γ1, (1.4)


vν +ρ ≥ 0,
τν(vvv,π)+φ ≥ 0,
(vν +ρ)(τν(vvv,π)+φ) = 0,
ττττ(vvv) = 0,

on Γ2, (1.5)


vν ≥ 0,
τν(vvv,π) =−ϕ,

ττττ(vvv) = 0,
on Γ3, (1.6)
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and  −div
(
κ(vvv)‖∇c‖p2−2

Rd ∇c
)
+g(xxx,c)+ vvv ·∇c = 0 in Ω,

∂c
∂νκ

:=
(
κ(vvv)‖∇c‖p2−2

Rd ∇c
)
·ννν = ω χΓ2∪Γ3 on Γ.

(1.7)

Here, the boundary Γ of Ω is assumed to be divided into four disjoint and measurable parts
Γi (i = 0,1,2,3) such that meas(Γ0) > 0, ννν is the unit outward normal on the boundary Γ,
χΓ2∪Γ3 is the characteristic function of Γ2 ∪Γ3, vν = vvv · ννν and vvvτ = vvv− vνννν represent for the
normal and tangential components of velocity field vvv on Γ, τν(vvv, p) = τττ(vvv, p) ·ννν and ττττ(vvv) =
τττ(vvv, p)− τν(vvv, p)ννν are the normal and tangential components to traction vector field τττ on Γ.

The recovered fracturing fluid model couples a nonlinear and nonsmooth stationary incompres-
sible Navier-Stokes equation with a multivalued frictional boundary condition, and a nonlinear
reaction-diffusion equation with mixed Neumann boundary condition. In Problem 1.1, con-
dition (1.3) indicates that vvv satisfies homogeneous Dirichlet condition on Γ0; condition (1.4)
models that there is no inflow and outflow of recovered fracturing fluid, and ττττ(vvv) satisfies a
multivalued and nonmonotone friction law on Γ1; conditions (1.5) reflect that vvv satisfies a gener-
alized Signorini-type contact condition on Γ2, and ρ ≥ 0 is a constant; condition (1.6) describes
that the recovered fracturing fluid satisfies the outflow boundary condition on Γ3; condition
(1.7)2 shows that the concentration c satisfies the nonhomogeneous Neumann boundary condi-
tion on Γ2∪Γ3.

However, the measurement and acquisition of flowback data of fracturing fluid are often
affected by various factors, which may lead to deviations in the identification of fracture param-
eters by flowback data. Therefore, it is necessary to study the stability analysis of the recovered
fracturing fluid model. Essentially speaking, the stability results for the recovered fracturing
fluid model could guarantee that the computational implementation of the model is not overly
sensitive to possible round-off errors in the data. Based on these motivations, this paper is de-
voted to the stability of the recovered fracturing fluid model. To be precise, the main purpose of
this paper is twofold. The first one is to consider a family of perturbation problems (see Prob-
lem 3.1) corresponding to Problem 1.1, and to obtain the existence of weak solutions for the
perturbated problem. The second goal is to provide a stability result for Problem 1.1 by using
the Mosco convergence approach and the theory of nonsmooth analysis, which reveals that the
solution set of Problem 1.1 can be approached in the sense of the Kuratowski upper limit by the
solution set of Problem 3.1 when the perturbation parameter ε tends to zero.

This paper is organized as follows. In Section 2, we recall some preliminaries, and present
the existence of weak solutions to the recovered fracturing fluid model, Problem 1.1. In Sec-
tion 3, we introduce a family of perturbation problems (see Problem 3.1) corresponding to
Problem 1.1, and deliver its variational formulation, which is a coupled system consisting of
an elliptic hemivariational inequality and a nonlinear variational equation with a perturbation
parameter ε . Finally, the existence of weak solutions to Problem 3.1 and a stability result to
Problem 1.1 are established in Section 4.

2. PRELIMINARIES

In this section, we recall some necessary notations, basic definitions, and a result on the
solvability to Problem 1.1 which were recently proved in [15].
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Given a normed space X , we denote by ‖ · ‖X and X∗ the norm and its topological dual of
X , respectively. In the sequel, we utilize the symbol 〈·, ·〉X∗×X to stand for the duality pairing
between X∗ and X . If no confusion arises, we often skip the subscript. The weak and the strong
convergences in X are denoted by ”⇀” and ”→”, respectively. Furthermore, by L (X1,X2), we
denote the space of linear and bounded operators from a normed space X1 to a normed space X2
endowed with the operator norm ‖ · ‖L (X1,X2).

Let us recall the definitions concerning the generalized directional derivative and generalized
gradient in the sense of Clarke for a locally Lipschitz function; see, e.g., [16–19].

Definition 2.1. Let J : X →R be a locally Lipschitz function defined on a Banach space X . We
define the generalized Clarke directional derivative of J at the point u ∈ X in the direction v ∈ X
by

J0(u;v) = limsup
λ→0+,w→u

J(w+λv)− J(w)
λ

.

The generalized Clarke subgradient of J at u ∈ X is a subset in the dual space X∗ given by

∂J(u) =
{

ξ ∈ X∗ | J0(u;v)≥ 〈ξ ,v〉 for all v ∈ X
}
.

Some important properties of the generalized directional derivative and generalized subgradi-
ent in the sense of Clarke are selected by the following proposition; see [20, Proposition 3.23].

Proposition 2.1. Assume that J : X → R is a locally Lipschitz function. Then the following
assertions hold:

(i) for every u ∈ X, the function X 3 v 7→ J0(u;v) ∈ R is positively homogeneous and sub-
additive, i.e.,

J0(u;λv) = λJ0(u;v) and J0(u;v1 + v2)≤ J0(u;v1)+ J0(u;v2)

for all λ ≥ 0 and v,u,v1,v2 ∈ X;
(ii) for each v ∈ X, we have J0(u;v) = max{〈ξ ,v〉 | ξ ∈ ∂J(u)};

(iii) the function X×X 3 (u,v) 7→ J0(u;v) ∈ R is upper semicontinuous.

We review the definition of Mosco convergence; see, e.g., [18, Chapter 4.7] and [21].

Definition 2.2. Let X be a Banach space and {Kε ,K}ε>0 ⊂ 2X \ { /0}. We say that Kε con-
verges to K in the sense of Mosco as ε → 0, denoted by Kε

M−→ K, if and only if the following
conditions hold:

(i) for each u ∈ K, there exists a sequence {uε}ε>0 such that uε ∈ Kε for every ε > 0 and
uε → u in X ;

(ii) for each sequence {uε}ε>0 such that uε ∈ Kε for every ε > 0 and uε ⇀ u in X , one has
u ∈ K.

To give a result on existence of weak solutions to Problem 1.1, we consider the following
spaces

E =
{

vvv ∈C∞(Ω;Rd) | ∇ · vvv = 0 in Ω, vvv = 000 on Γ0 and vν = 0 on Γ1

}
,

E = the closure of E in W 1,p1(Ω;Rd),
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where p1 ≥ 2. The space E is equipped with the standard norm ‖vvv‖ = ‖vvv‖W 1,p1(Ω;Rd) for vvv ∈
E, and then it becomes a separable and reflexive Banach space. Invoking Korn’s inequality
(see [22]), combined with positive measure of Γ0, we can find a constant cK > 0 such that

cK‖vvv‖W 1,p1(Ω;Rd) ≤ ‖DDD(vvv)‖Lp1(Ω;Sd) for all vvv ∈ E,

where DDD(vvv) denotes the deformation tensor of vvv, which means that ‖vvv‖E := ‖DDD(vvv)‖Lp1(Ω;Sd) for
vvv ∈ E is an equivalent norm of E. Therefore, in what follows, we use ‖ · ‖E as the norm in the
space E, and define the duality brackets for E∗ and E as follows

〈vvv,www〉 :=
∫

Ω

DDD(vvv) : DDD(www)dxxx for all vvv,www ∈ E.

We introduce the trace operator γ : E → Lp1(Γ;Rd), which is continuous and compact; see,
e.g., [20, Theorem 2.21]. Its norm is denoted by ‖γ‖ = ‖γ‖L (E,Lp1(Γ;Rd)). Moreover, we need
the admissible set K ⊂ E of velocity field vvv given by

K := {vvv ∈ E | vν ≥−ρ on Γ2 and vν ≥ 0 on Γ3}. (2.1)

It should be noted that since ρ ≥ 0 and 0 ∈ K, then K is a nonempty, closed, and convex subset
of E.

Next, we make the following hypotheses on the data of Problem 1.1.

H(CCC): There exists a function G : Ω×Sd → R such that CCC(xxx,DDD) = ∇DG(xxx,DDD) for all DDD ∈ Sd

and a.e. xxx ∈Ω, and the following conditions hold:
(i) G(·,DDD) is measurable in Ω for all DDD ∈ Sd;

(ii) G(xxx, ·) is continuously differentiable (i.e., C1) and strictly convex on Sd for a.e. xxx ∈ Ω

with G(xxx,0Sd) belonging to L1(Ω);
(iii) there exist a function aC ∈ Lp′1(Ω)+ with p1 ≥ 2 and a constant bC > 0 satisfying

‖CCC(xxx,DDD)‖Sd = ‖∇DG(xxx,DDD)‖Sd ≤ aC(xxx)+bC‖DDD‖p1−1
Sd

for all DDD ∈ Sd and a.e. xxx ∈Ω;
(iv) the inequality G(xxx,DDD)≥ cC‖DDD‖p1

Sd +dC(xxx) holds for a.e. xxx ∈Ω and for all DDD ∈ Sd with
dC ∈ L1(Ω) and cC > 0.

H( fff ): fff ∈ Lp′1(Ω;Rd).

H( j): j : Γ1×R×Rd → R is such that

(i) j(·,s,ξξξ ) is measurable on Γ1 for all s ∈ R and ξξξ ∈ Rd , and j(·,s,000Rd) ∈ L1(Γ1) for all
s ∈ R;

(ii) j(xxx,s, ·) is locally Lipschitz for a.e. xxx ∈ Γ1 and for all s ∈ R;
(iii) there exist a function a j ∈ Lp′1(Γ1)+ and a constant b j ≥ 0 such that

‖∂ j(xxx,s,ξξξ )‖Rd ≤ a j(xxx)+b j‖ξξξ‖p1−1
Rd for a.e. xxx ∈ Γ1, for all ξξξ ∈ Rd and s ∈ R,

where ∂ j stands for the generalized Clarke subgradient operator of j with respect to its
last variable;

(iv) R2d+1 3 (s,ξξξ ,ζζζ ) 7→ j0(xxx,s,ξξξ ;ζζζ ) ∈ R is upper semicontinuous for a.e. xxx ∈ Γ1, where
j0(xxx,s,ξξξ ;ζζζ ) is the generalized Clarke directional derivative of Rd 3 ξξξ 7→ j(xxx,s,ξξξ )∈R;

(v) either j(xxx,s, ·) or − j(xxx,s, ·) is regular for a.e. xxx ∈ Γ1 and all s ∈ R.
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H(κ): κ : Ω×Rd → (0,∞) is such that

(i) κ(·,uuu) is measurable on Ω for all uuu ∈ Rd;
(ii) κ(xxx, ·) is continuous on Rd for a.e. xxx ∈Ω;

(iii) there exist constants aκ ,bκ > 0 such that 0 < aκ ≤ κ(xxx,uuu) ≤ bκ for a.e. xxx ∈ Ω and all
uuu ∈ Rd.

H(g): g : Ω×R→ R is such that

(i) g(·,s) is measurable on Ω for all s ∈ R;
(ii) g(xxx, ·) is continuous on R for a.e. xxx ∈Ω;

(iii) there exist a function ag ∈ Lp′2(Ω)+ and a constant bg > 0 such that

|g(xxx,s)| ≤ ag(xxx)+bg|s|p
∗
2−1 for a.e. xxx ∈Ω and all s ∈ R,

where p∗2 represents the critical exponent of p2;
(iv) there exist a function cg ∈ L1(Ω) and a constant dg > 0 such that

g(xxx,s)s≥ cg(xxx)+dg|s|θ for a.e. xxx ∈Ω and all s ∈ R

with θ ≥ p2.

H(ω): ω ∈ Lp′2(Γ2∪Γ3), φ ∈ Lp′1(Γ2), ϕ ∈ Lp′1(Γ3) and ρ ≥ 0.

Under hypotheses H(CCC), H( j), H(κ), H( fff ), H(g), and H(ω), the authors in [15, Theo-
rem 5.1] applied a surjectivity theorem for multivalued operators together with an alternative
iterative method and the theory of nonsmooth analysis to establish the following existence the-
orem for the recovered fracturing fluid model (Problem 1.1).

Theorem 2.1. Assume that H(CCC), H( j), H(κ), H( fff ), H(g), and H(ω) hold. If, in addition, the
inequalities

cC−b j‖γ‖p1−δ (p1)
ρ

2
‖γ‖2 > 0 and min{aκ ,dgδ (θ)}−δ (p2)

ρ

2
‖γ1‖2 > 0,

are satisfied, then the recovered fracturing fluid model, Problem 1.1, has at least one weak
solution (vvv,c)∈K×W 1,p2(Ω), where γ : E→ Lp1(Γ;Rd), and γ1 : W 1,p2(Ω)→ L2(Γ) are trace
operators, and δ : (0,+∞)→{0,1} is defined by

δ (s) =
{

1, if s = 2,
0, otherwise.

Remark 2.1. It should be pointed out that (vvv,c) ∈ K ×W 1,p2(Ω) is a weak solution to the
recovered fracturing fluid model, Problem 1.1, if (vvv,c) satisfies the following coupled system∫

Ω

CCC(DDD(vvv)) : DDD(www− vvv)dxxx+
∫

Ω

(vvv ·∇vvv) · (www− vvv)dxxx+
∫

Γ1

j0(xxx,c,vvvτ ;wwwτ − vvvτ)dΓ

+
∫

Γ2

φ(wν − vν)dΓ+
∫

Γ3

ϕ(wν − vν)dΓ≥
∫

Ω

fff · (www− vvv)dxxx for all www ∈ K,

and ∫
Ω

κ(vvv)‖∇c‖p2−2
Rd ∇c ·∇zdxxx+

∫
Ω

g(xxx,c)zdxxx+
∫

Ω

(vvv ·∇c) · zdxxx =
∫

Γ2∪Γ3

ωzdΓ

for all z ∈W 1,p2(Ω).
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3. A PERTURBATION SYSTEM

The goal of this section is to introduce a family of perturbation problems corresponding to
the recovered fracturing fluid model (Problem 1.1), and to deliver its variational formulation.

Let ε > 0 be a given perturbation parameter. We denote by CCCε , fff ε , jε , ρε , φε , ϕε , κε , gε , and
ωε , the corresponding perturbed functions of CCC, fff , j, ρ , φ , ϕ , κ , g, and ω , respectively. We
consider the following perturbed recovered fracturing fluid model.

Problem 3.1. Find a velocity field vvvε : Ω→ Rd , a pressure πε : Ω→ R, and a concentration
cε : Ω→ R such that

−DivCCCε(DDD(vvvε))+ vvvε ·∇vvvε +∇πε = fff ε in Ω, (3.1)

∇ · vvvε = 0 in Ω, (3.2)

vvvε = 000 on Γ0, (3.3){
vεν

= 0,
−τττετ

(vvvε) ∈ ∂ jε(xxx,cε ,vvvετ
),

on Γ1, (3.4)


vεν

+ρε ≥ 0,
τεν

(vvvε ,πε)+φε ≥ 0,
(vεν

+ρε)(τεν
(vvvε ,πε)+φε) = 0,

τττετ
(vvvε) = 0,

on Γ2, (3.5)


vεν
≥ 0,

τεν
(vvvε ,πε) =−ϕε ,

τττετ
(vvvε) = 0,

on Γ3, (3.6)

and 
−div(κε(vvvε)‖∇cε‖p2−2

Rd ∇cε)+gε(xxx,cε)+ vvvε ·∇cε = 0 in Ω,

∂cε

∂νκε

:=
(
κε(vvvε)‖∇cε‖p2−2

Rd ∇cε

)
·ννν = ωε χΓ2∪Γ3 on Γ.

(3.7)

We suppose that PPP is the total stress tensor on the boundary Γ. Then τττ(vvv,π) :=PPP ·ννν represents
for the traction vector of total stress tensor PPP on the boundary Γ, and PPP satisfies the following
identity (see equation (3.5) in [15]) PPP = −πIII +CCC(DDD(vvv)). The above equation combined with
τν(vvv,π) = τττ(vvv,π) ·ννν and ττττ(vvv) = τττ(vvv,π)− τν(vvv,π)ννν implies

τν(vvv,π) =C(DDD(vvv))ν −π and ττττ(vvv) =CCC(DDD(vvv))τ on Γ,

where C(DDD(vvv))ν := (CCC(DDD(vvv)) · ννν) · ννν and CCC(DDD(vvv))τ := CCC(DDD(vvv))ννν −C(DDD(vvv))νννν . Hence, for
Problem 3.1, one has

τεν
(vvv,π) =Cε(DDD(vvv))ν −π and τττετ

(vvv) =CCCε(DDD(vvv))τ on Γ,

where Cε(DDD(vvv))ν := (CCCε(DDD(vvv)) ·ννν) ·ννν and CCCε(DDD(vvv))τ :=CCCε(DDD(vvv))ννν−Cε(DDD(vvv))νννν .
We now introduce appropriate sets of hypotheses.

H(CCCε): There exists a function Gε : Ω× Sd → R such that CCCε(xxx,DDD) = ∇DGε(xxx,DDD) for a.e.
xxx ∈Ω and all DDD ∈ Sd , and the following conditions hold:
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(i) Gε(·,DDD) is measurable on Ω for all DDD ∈ Sd;
(ii) Gε(xxx, ·) is continuously differentiable (i.e., C1) and strictly convex on Sd for a.e. xxx ∈Ω,

Gε(xxx,0Sd) belongs to L1(Ω) and is uniformly bounded with respect to parameter ε;
(iii) there exist a function aCε

∈ Lp′1(Ω)+ with p1 ≥ 2 and a constant bCε
> 0 satisfying

‖CCCε(xxx,DDD)‖Sd = ‖∇DGε(xxx,DDD)‖Sd ≤ aCε
(xxx)+bCε

‖DDD‖p1−1
Sd

for a.e. xxx ∈Ω and all DDD ∈ Sd , where {aCε
}ε>0 ⊂ Lp′1(Ω)+ and {bCε

}ε>0 ⊂ (0,+∞) are
uniformly bounded with respect to parameter ε;

(iv) the inequality
Gε(xxx,DDD)≥ cCε

‖DDD‖p1
Sd +dCε

(xxx)

holds for a.e. xxx ∈ Ω and all DDD ∈ Sd with cCε
> 0 and dCε

∈ L1(Ω), where {dCε
}ε>0 ⊂

L1(Ω) and {cCε
}ε>0 ⊂ (0,+∞) are uniformly bounded with respect to parameter ε;

(v) there exist a sequence {αε} ⊂ (0,+∞) which depends on parameter ε and two nonneg-
ative functions h1 : Sd → [0,+∞), h2 : Sd ×Sd → [0,+∞) such that αε → 0 for ε → 0
and

‖CCCε(xxx,DDD1)−CCC(xxx,DDD2)‖Sd ≤ mC(αεh1(DDD1)+h2(DDD1,DDD2))

for a.e. xxx ∈ Ω and all DDD1, DDD2 ∈ Sd , where mC > 0 and the functions h1,h2 satisfy the
following conditions

h1(DDD1)≤ ch1 +dh1‖DDD1‖p1−1
Sd and h2(DDD1,DDD2)≤ ch2 +dh2(‖DDD1‖p1−1

Sd +‖DDD2‖p1−1
Sd )

such that h2(DDD1,DDD1) = 0 and ch1,ch2,dh1,dh2 > 0.

H( fff ε): fff ε ∈ Lp′1(Ω;Rd), and fff ε → fff in Lp′1(Ω;Rd) as ε → 0.

H( jε): jε : Γ1×R×Rd → R is such that

(i) jε(·,s,ξξξ ) is measurable on Γ1 for all s∈R and ξξξ ∈Rd , jε(·,s,000)∈ L1(Γ1) for all s∈R;
(ii) jε(xxx,s, ·) is locally Lipschitz for a.e. xxx ∈ Γ1 and all s ∈ R;

(iii) there exist a function a jε ∈ Lp′1(Γ1)+ and a constant b jε ≥ 0 such that

‖∂ jε(xxx,s,ξξξ )‖Rd ≤ a jε (xxx)+b jε‖ξξξ‖
p1−1
Rd for a.e. xxx ∈ Γ1, for all ξξξ ∈ Rd and all s ∈ R,

where ∂ jε stands for the generalized Clarke subgradient of jε with respect to its last
variable, {a jε}ε>0 ⊂ Lp′1(Γ1)+ and {b jε}ε>0 ⊂ (0,+∞) are uniformly bounded with
respect to parameter ε;

(iv) R2d+1 3 (s,ξξξ ,ζζζ ) 7→ j0
ε(xxx,s,ξξξ ;ζζζ ) ∈ R is upper semicontinuous for a.e. xxx ∈ Γ1, where

j0
ε(xxx,s,ξξξ ;ζζζ ) is the generalized Clarke directional derivative of Rd 3 ξξξ 7→ jε(xxx,s,ξξξ )∈R;

(v) jε(xxx,s, ·) or − jε(xxx,s, ·) is regular for a.e. xxx ∈ Γ1 and all s ∈ R;
(vi) for all {ξξξ ε} ⊂ Rd , {ζζζ ε} ⊂ Rd and {sε} ⊂ R such that ξξξ ε → ξξξ and ζζζ ε → ζζζ in Rd and

sε → s in R as ε → 0, we have

limsup
ε→0

j0
ε(xxx,sε ,ξξξ ε ;ζζζ ε)≤ j0(xxx,s,ξξξ ;ζζζ ) for a.e. xxx ∈ Γ1.

H(φε): φε ∈ Lp′2(Γ2), and φε → φ in Lp′2(Γ2) as ε → 0.

H(ϕε): ϕε ∈ Lp′2(Γ3), and ϕε → ϕ in Lp′2(Γ3) as ε → 0.
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H(κε): κε : Ω×Rd → R is such that

(i) κε(·,vvv) is measurable on Ω for all vvv ∈ Rd;
(ii) κε(xxx, ·) is continuous on Rd for a.e. xxx ∈Ω;

(iii) there exist constants aκε
,bκε

> 0 such that infε>0 aκε
= a0 > 0 and

0 < aκε
≤ κε(xxx,vvv)≤ bκε

for a.e. xxx ∈Ω and all vvv ∈ Rd;

(iv) for all {vvvε} ⊂ Rd , vvv ∈ Rd with vvvε → vvv as ε → 0, we have

lim
ε→0

κε(xxx,vvvε) = κ(xxx,vvv) for a.e. xxx ∈Ω.

H(gε): gε : Ω×R→ R is such that

(i) gε(·,s) is measurable on Ω for all s ∈ R;
(ii) gε(xxx, ·) is continuous on R for a.e. xxx ∈Ω;

(iii) there exist a function agε
∈ Lp′2(Ω)+ and a constant bgε

> 0 such that

|gε(xxx,s)| ≤ agε
(xxx)+bgε

|s|p
∗
2−1 for a.e. xxx ∈Ω and all s ∈ R,

where p∗2 represents the Sobolev critical exponent of p2, {agε
}ε>0 ⊂ Lp′2(Ω)+ and

{bgε
}ε>0 ⊂ (0,+∞) are uniformly bounded with respect to parameter ε;

(iv) there exist a function cgε
∈ L1(Ω) and a constant dgε

> 0 such that

gε(xxx,s)s≥ cgε
(xxx)+dgε

|s|θ for a.e. xxx ∈Ω and all s ∈ R

with θ ≥ p2, where {cgε
}ε>0 ⊂ L1(Ω) and {dgε

}ε>0 ⊂ (0,+∞) are uniformly bounded
with respect to parameter ε;

(v) for all {cε} ⊂ R, c ∈ R with cε → c as ε → 0, we have

lim
ε→0

gε(xxx,cε) = g(xxx,c) for a.e. xxx ∈Ω.

H(ωε): ωε ∈ Lp′2(Γ2∪Γ3), and ωε → ω in Lp′2(Γ2∪Γ3) as ε → 0.

H(ρε): ρε ≥ 0, and ρε → ρ in R as ε → 0.

In order to derive the variational formulation of Problem 3.1, we introduce the admissible set
Kε ⊂ E of velocity fields given by

Kε = {vvv ∈ E | vν ≥−ρε on Γ2, vν ≥ 0 on Γ3}. (3.8)

We can see that Kε is a nonempty, closed, and convex subset of E due to 000 ∈ Kε and ρε ≥ 0.

Remark 3.1. From the definition of K and Kε (see (2.1) and (3.8)), we can verify that Kε

M−→K
as ε → 0 (namely, Kε converges to K in the sense of Mosco as ε → 0). Indeed, let sequence
{vvvε}ε>0 be such that vvvε ∈ Kε for each ε > 0 and vvvε ⇀ vvv in E as ε → 0. Then, by the definition
of Kε and the Sobolev embedding theorem, we have vν ≥ −ρ on Γ2 and vν ≥ 0 on Γ3. Thus
vvv ∈ K. On the other hand, for any vvv ∈ K, let vvvε = vvv+(ρ−ρε)+, so we can observe that vvvε → vvv
in E, vεν

≥−ρε on Γ2 and vεν
≥ (ρ−ρε)+ ≥ 0 on Γ2, i.e., vvvε ∈ Kε and vvvε → vvv in E.



590 J. CEN, S. MIGÓRSKI, C. VETRO, S. ZENG

Assume that the functions vvvε : Ω→ Rd , πε : Ω→ R, and cε : Ω→ R are sufficiently smooth
and satisfy (3.1)–(3.6). Let wwwε ∈ Kε be arbitrary fixed. Multiplying (3.1) by wwwε − vvvε and
integrating the resulting equality on Ω, we obtain

−
∫

Ω

DivCCCε(DDD(vvvε)) · (wwwε − vvvε)dxxx+
∫

Ω

(vvvε ·∇vvvε) · (wwwε − vvvε)dxxx (3.9)

+
∫

Ω

∇πε · (wwwε − vvvε)dxxx =
∫

Ω

fff ε · (wwwε − vvvε)dxxx.

For the pressure πε , we apply Green’s formula (see [20]) to have

∫
Ω

∇πε · (wwwε − vvvε)dxxx =−
∫

Ω

(
∇ · (wwwε − vvvε)

)
πε dxxx+

∫
Γ

πεννν · (wwwε − vvvε)dΓ (3.10)

=
∫

Γ2∪Γ3

πε(wεν
− vεν

)dΓ,

where we used the conditions vvvε = wwwε = 0 on Γ0, vεν
= wεν

= 0 on Γ1, and the divergence free
condition for vvvε and wwwε . Also, we use the divergence theorem (see [20]) and the conditions
vvvε = wwwε = 0 on Γ0 to obtain

−
∫

Ω

DivCCCε(DDD(vvvε)) · (wwwε − vvvε)dxxx (3.11)

=
∫

Ω

CCCε(DDD(vvvε)) : DDD(wwwε − vvvε)dxxx−
∫

Γ

CCCε(DDD(vvvε))ννν · (wwwε − vvvε)dΓ

=
∫

Ω

CCCε(DDD(vvvε)) : DDD(wwwε − vvvε)dxxx−
∫

Γ1∪Γ2∪Γ3

CCCε(DDD(vvvε))ννν · (wwwε − vvvε)dΓ.

Combining the boundary conditions vεν
=wεν

= 0 on Γ1, τττετ
(vvvε) = 0 on Γ2∪Γ3, with equalities

τεν
(vvvε ,πε) =Cε(DDD(vvvε))ν −πε , τττετ

(vvvε) =CCCε(DDD(vvvε))τ on Γ, we obtain

−
∫

Γ1∪Γ2∪Γ3

CCCε(DDD(vvvε))ννν · (wwwε − vvvε)dΓ (3.12)

=−
∫

Γ1∪Γ2∪Γ3

(
Cε(DDD(vvvε))ν · (wεν

− vεν
)+CCCε(DDD(vvvε))τ · (wwwετ

− vvvετ
)
)

dΓ

=−
∫

Γ1

τττετ
(vvvε) · (wwwετ

− vvvετ
)dΓ−

∫
Γ2∪Γ3

(τεν
(vvvε ,πε)+πε)(wεν

− vεν
)dΓ.

By the boundary condition−τττετ
(vvvε) ∈ ∂ jε(xxx,cε ,vvvετ

) and the definition of the Clarke subgradi-
ent, we see that

−
∫

Γ1

τττετ
(vvvε) · (wwwετ

− vvvετ
)dΓ≤

∫
Γ1

j0
ε(xxx,cε ,vvvετ

;wwwετ
− vvvετ

)dΓ. (3.13)
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We use the boundary conditions (3.5)1−3 and (3.6)2 to have

−
∫

Γ2∪Γ3

(τεν
(vvvε ,πε)+πε)(wεν

− vεν
)dΓ (3.14)

=−
∫

Γ2

(τεν
(vvvε ,πε)+φε)(wεν

+ρε)dΓ+
∫

Γ2

(τεν
(vvvε ,πε)+φε)(ρε + vεν

)dΓ

+
∫

Γ2

φε(wεν
− vεν

)dΓ−
∫

Γ3

τεν
(vvvε ,πε)(wεν

− vεν
)dΓ−

∫
Γ2∪Γ3

πε(wεν
− vεν

)dΓ

≤
∫

Γ2

φε(wεν
− vεν

)dΓ+
∫

Γ3

ϕε(wεν
− vεν

)dΓ−
∫

Γ2∪Γ3

πε(wεν
− vεν

)dΓ.

Inserting (3.10)-(3.14) into (3.9), we deduce∫
Ω

CCCε(DDD(vvvε)) : DDD(wwwε − vvvε)dxxx+
∫

Ω

(vvvε ·∇vvvε) · (wwwε − vvvε)dxxx+
∫

Γ1

j0
ε(xxx,cε ,vvvετ

;wwwετ
− vvvετ

)dΓ

+
∫

Γ2

φε(wεν
− vεν

)dΓ+
∫

Γ3

ϕε(wεν
− vεν

)dΓ≥
∫

Ω

fff ε · (wwwε − vvvε)dxxx for all wwwε ∈ Kε .

On the other hand, we apply Green’s formula and the boundary condition (3.7)2 to obtain the
following variational equation∫

Ω

κε(vvvε)‖∇cε‖p2−2
Rd ∇cε ·∇zdxxx+

∫
Ω

gε(xxx,cε)zdxxx+
∫

Ω

(vvvε ·∇cε) · zdxxx =
∫

Γ2∪Γ3

ωεzdΓ

for all z∈W 1,p2(Ω). Therefore, we obtain the variational formulation of Problem 3.1 as follows.

Problem 3.2. Find a velocity filed vvvε ∈ Kε and a concentration field cε ∈W 1,p2(Ω) such that∫
Ω

CCCε(DDD(vvvε)) : DDD(wwwε − vvvε)dxxx+
∫

Ω

(vvvε ·∇vvvε) · (wwwε − vvvε)dxxx+
∫

Γ2

φε(wεν
− vεν

)dΓ

+
∫

Γ1

j0
ε(xxx,cε ,vvvετ

;wwwετ
− vvvετ

)dΓ+
∫

Γ3

ϕε(wεν
− vεν

)dΓ≥
∫

Ω

fff ε · (wwwε − vvvε)dxxx

for all wwwε ∈ Kε and∫
Ω

κε(vvvε)‖∇cε‖p2−2
Rd ∇cε ·∇zdxxx+

∫
Ω

gε(xxx,cε)zdxxx+
∫

Ω

(vvvε ·∇cε) · zdxxx =
∫

Γ2∪Γ3

ωεzdΓ

for all z ∈W 1,p2(Ω).

4. STABILITY ANALYSIS

This section is concerned with the stability analysis of the recovered fracturing fluid model,
namely Problem 1.1. More precisely, we are going to establish a result that if a perturbation
parameter ε tends to zero, then the solution set of the perturbation problem, Problem 3.1, con-
verges to the solution set of the recovered fracturing fluid model (Problem 1.1) in the sense of
Kuratowski upper limit.

The main result is stated in the form of the following theorem.

Theorem 4.1. Assume that H(CCCε), H( fff ε), H( jε), H(φε), H(ϕε), H(κε), H(gε), H(ωε), and
H(ρε) hold. In addition, we suppose that

inf
ε>0

(cCε
−b jε‖γ‖p1−δ (p1)

ρε

2
‖γ‖2)> 0 and inf

ε>0
(min{aκε

,dgε
δ (θ)}−δ (p2)

ρε

2
‖γ1‖2)> 0.
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Then,
(i) for each ε > 0, the perturbation problem (Problem 3.1) has at least one weak solution

(vvvε ,cε) ∈ Kε ×W 1,p2(Ω);
(ii) if {εn} ⊂ (0,+∞) is such that εn→ 0 as n→ ∞, then it holds

w– limsup
n→∞

Sn = s– limsup
n→∞

Sn ⊂ S,

where Sn and S are the solution sets of Problems 3.1 and 1.1, respectively, w– limsupn→∞ Sn
(resp. s– limsupn→∞ Sn) is the Kuratowski upper limit of the sequence Sn with respect to
the weak topology (resp. with respect to the strong topology).

Proof. (i) Arguing as in the proof of Theorem 2.1, it can be obtained directly that, for each
perturbation parameter ε > 0, perturbation problem (Problem 3.1) is solvable.

(ii) We consider the nonlinear operators A : E→ E∗ and Aε : E→ E∗ defined by

〈Avvv,www〉 :=
∫

Ω

CCC(DDD(vvv)) : DDD(www)dxxx for all vvv,www ∈ E, (4.1)

〈Aεvvv,www〉 :=
∫

Ω

CCCε(DDD(vvv)) : DDD(www)dxxx for all vvv,www ∈ E, (4.2)

and mapping B[·] : E→ E∗ defined by

〈B(vvv,uuu),www〉 :=
∫

Ω

(vvv ·∇)uuu ·wwwdxxx =: b(vvv,uuu,www) for all vvv,uuu,www ∈ E (4.3)

with B[vvv] = B(vvv,vvv). Suppose that (vvvn,cn) := (vvvεn,cεn) is a weak solution of the perturbation
problem, Problem 3.1, corresponding to ε = εn. Set Kn = Kεn , An = Aεn , jn = jεn , φn = φεn ,
ϕn = ϕεn , fff n = fff εn

, κn = κεn , gn = gεn , and ωn = ωεn . Then, for each n ∈ N, one has

〈Anvvvn +B[vvvn],wwwn− vvvn〉+
∫

Γ1

j0
n(xxx,cn,γvvvn;γ(wwwn− vvvn))dΓ (4.4)

+
∫

Γ2

φn(wnν
− vnν

)dΓ+
∫

Γ3

ϕn(wnν
− vnν

)dΓ≥
∫

Ω

fff n · (wwwn− vvvn)dxxx

for all wwwn ∈ Kn, and∫
Ω

κn(vvvn)‖∇cn‖p2−2
Rd ∇cn ·∇zdxxx+

∫
Ω

gn(xxx,cn)zdxxx+
∫

Ω

(vvvn ·∇cn) · zdxxx =
∫

Γ2∪Γ3

ωnzdΓ (4.5)

for all z ∈W 1,p2(Ω).
We complete the proof in some steps, to underline its crucial moments.

Step 1. The boundedness of ∪n∈N{(vvvn,cn)}.
We argue by contradiction and assume that ∪n∈N{(vvvn,cn)} is unbounded in E ×W 1,p2(Ω).

Then, without any loss of generality, we may suppose that

‖vvvn‖E +‖cn‖W 1,p2(Ω)→ ∞ as n→ ∞.

Since 000 ∈ Kn, we insert wwwn = 000 into inequality (4.4) to find

〈Anvvvn +B[vvvn],vvvn〉−
∫

Γ1

j0
n(xxx,cn,γvvvn;γ(000− vvvn))dΓ (4.6)

≤
∫

Ω

fff n · vvvn dxxx−
∫

Γ2

φnvnν
dΓ−

∫
Γ3

ϕnvnν
dΓ.



STABILITY ANALYSIS FOR A CONTAMINANT CONVECTION-REACTION-DIFFUSION MODEL 593

From definition of Aε (see (4.2)) and hypothesis H(CCCε)(ii)(iv), we have

〈Anvvvn,vvvn〉=
∫

Ω

CCCn(DDD(vvvn)) : DDD(vvvn)dxxx≥
∫

Ω

(Gn(xxx,DDD(vvvn))−Gn(xxx,000Sd)) dxxx (4.7)

≥
∫

Ω

(
cCn‖DDD(vvvn)‖p1

Sd +dCn(xxx)−|Gn(xxx,000Sd)|
)

dxxx

≥ cCn‖DDD(vvvn)‖p1
Lp1(Ω;Sd)

−‖dCn‖L1(Ω)−‖Gn(·,000Sd)‖L1(Ω)

= cCn‖vvvn‖p1
E −‖dCn‖L1(Ω)−‖Gn(·,000Sd)‖L1(Ω).

Next, for each www ∈V , we use Green’s formula and the divergence free condition to deduce

〈B[www],www〉=
∫

Ω

((www ·∇)www) ·wwwdxxx =
∫

Ω

d

∑
i, j=1

wi
∂w j

∂xi
w j dxxx =

∫
Ω

d

∑
i, j=1

wi
∂

∂xi

(w2
j

2
)

dxxx

=− 1
2

∫
Ω

(∇ ·www)
d

∑
i=1

(wi)
2 dxxx+

1
2

∫
Γ

wν

d

∑
i=1

(wi)
2 dΓ =

1
2

∫
Γ2∪Γ3

wν

d

∑
i=1

(wi)
2 dΓ.

Then,

〈B[vvvn],vvvn〉=
1
2

∫
Γ2∪Γ3

(vn)ν

d

∑
i=1

((vn)i)
2 dΓ.

The boundary conditions (3.5)1 and (3.6)1 show that

〈B[vvvn],vvvn〉=
1
2

∫
Γ2∪Γ3

(vn)ν

d

∑
i=1

((vn)i)
2 dΓ≥−ρn

2

∫
Γ2

d

∑
i=1

((vn)i)
2 dΓ (4.8)

=−ρn

2
‖vvvn‖2

L2(Γ2;Rd).

It follows from hypothesis H( jε)(ii) and Proposition 2.1(ii) that there exists η̃ηη ∈ ∂ jn(xxx,cn,γvvvn)
such that

j0
n(xxx,cn,γvvvn;γ(000− vvvn)) = 〈η̃ηη ,γ(000− vvvn)〉.

Combining the latter with the hypothesis H( jε)(iii), we have

−
∫

Γ1

j0
n(xxx,cn,γvvvn;γ(000− vvvn))dΓ≥−

∫
Γ1

‖η̃ηη‖Rd · ‖γ(000− vvvn)‖Rd dΓ (4.9)

≥−
∫

Γ1

(a jn(xxx)+b jn‖γvvvn‖p1−1
Rd ) · ‖γvvvn‖Rd dΓ≥−‖a jn‖Lp′1(Γ1)

‖γ‖‖vvvn‖E −b jn‖γ‖p1‖vvvn‖p1
E .

Moreover, by Hölder’s inequality and Korn’s inequality, we can find a constant C1 > 0 such that∫
Ω

fff n · vvvn dxxx≤ ‖ fff n‖Lp′1(Ω;Rd)
‖vvvn‖Lp1(Ω;Rd) ≤C1‖ fff n‖Lp′1(Ω;Rd)

‖vvvn‖E , (4.10)

and 
−
∫

Γ2

φnvnν
dΓ≤ ‖φn‖Lp′1(Γ2)

‖vvvn‖Lp1(Γ2;Rd) ≤ ‖φn‖Lp′1(Γ2)
‖γ‖‖vvvn‖E ,

−
∫

Γ3

ϕnvnν
dΓ≤ ‖ϕn‖Lp′1(Γ3)

‖vvvn‖Lp1(Γ3;Rd) ≤ ‖ϕn‖Lp′1(Γ3)
‖γ‖‖vvvn‖E .

(4.11)
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Taking into account (4.6)–(4.11), we have(
cCn−b jn‖γ‖p1

)
‖vvvn‖p1

E −
ρn

2
‖γ‖2‖vvvn‖2

E −‖dCn‖L1(Ω)−‖Gn(·,0Sd)‖L1(Ω)

≤
(
‖a jn‖Lp′1(Γ1)

‖γ‖+C1‖ fff n‖Lp′1(Ω;Rd)
+‖γ‖‖φn‖Lp′1(Γ2)

+‖γ‖‖ϕn‖Lp′1(Γ3)

)
‖vvvn‖E .

Recall that ‖vvvn‖E → ∞ as n→ ∞. Passing to the upper limit as n→ ∞ in the inequality above,
and using the inequalities{

infε>0(cCε
−b jε‖γ‖p1− ρε

2 ‖γ‖
2)> 0 if p1 = 2,

infε>0(cCε
−b jε‖γ‖p1)> 0 if p1 > 2,

we obtain a contradiction, that is,

+∞ = limsup
n→∞

(
(cCn−b jn‖γ‖p1)‖vvvn‖p1−1

E − ρn

2
‖γ‖2‖vvvn‖E −

‖dCn‖L1(Ω)+‖Gn(·,0Sd)‖L1(Ω)

‖vvvn‖E

)

≤ limsup
n→∞

(
‖a jn‖Lp′1(Γ1)

‖γ‖+C1‖ fff n‖Lp′1(Ω;Rd)
+‖γ‖‖φn‖Lp′1(Γ2)

+‖γ‖‖ϕn‖Lp′1(Γ3)

)
<+∞,

which implies that {vvvn} is uniformly bounded in E.
On the other hand, let us take z = cn in equation (4.5) to obtain∫

Ω

κn(vvvn)‖∇cn‖p2−2
Rd ∇cn ·∇cn dxxx+

∫
Ω

gn(xxx,cn)cn dxxx+
∫

Ω

(vvvn ·∇cn) · cn dxxx (4.12)

=
∫

Γ2∪Γ3

ωncn dΓ.

In virtue of hypotheses H(κε)(iii) and H(gε)(iv), one has∫
Ω

κn(vvvn)‖∇cn‖p2−2
Rd ∇cn ·∇cn dxxx+

∫
Ω

gn(xxx,cn)cn dxxx (4.13)

≥aκn

∫
Ω

‖∇cn‖p2
Rd dxxx+

∫
Ω

(
cgn(xxx)+dgn |cn|θ

)
dxxx

≥aκn‖∇cn‖p2
Lp2(Ω;Rd)

+‖cgn‖L1(Ω)+dgn‖cn‖θ

Lθ (Ω)
.

Then, we use the divergence theorem and condition (3.2) to obtain∫
Ω

(vvvn ·∇cn) · cn dxxx =
∫

Γ

c2
nvvvn ·ννν dΓ−

∫
Ω

c2
n divvvvn dxxx−

∫
Ω

cnvvvn ·∇cn dxxx

=
∫

Γ

c2
nvvvn ·ννν dΓ−

∫
Ω

cnvvvn ·∇cn dxxx.

We combine boundary conditions (3.3), (3.4)1, (3.5)1 and (3.6)1 to see∫
Ω

(vvvn ·∇cn) · cn dxxx =
1
2

∫
Γ2∪Γ3

c2
nvvvn ·ννν dΓ≥−ρn

2

∫
Γ2

c2
n dΓ≥−ρn

2
‖γ1‖2‖cn‖2

W 1,p2(Ω)
. (4.14)
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Applying Hölder’s inequality, it follows that∫
Γ2∪Γ3

ωncn dΓ≤‖ωn‖Lp′2(Γ2∪Γ3)
‖cn‖Lp2(Γ2∪Γ3) (4.15)

=‖ωn‖Lp′2(Γ2∪Γ3)
‖γ2‖‖cn‖W 1,p2(Ω),

where γ2 is the trace operator from W 1,p2(Ω) to Lp2(Γ). Combining this with (4.12)–(4.15), we
have

aκn‖∇cn‖p2
Lp2(Ω;Rd)

+‖cgn‖L1(Ω)+dgn‖cn‖θ

Lθ (Ω)
− ρn

2
‖γ1‖2‖cn‖2

W 1,p2(Ω)
(4.16)

≤‖ωn‖Lp′2(Γ2∪Γ3)
‖γ2‖‖cn‖W 1,p2(Ω).

Recall that ‖cn‖W 1,p2(Ω)→ ∞ as n→ ∞. Passing to the limit as n→ ∞ in (4.16), and using the
assumption θ ≥ p2 and the inequality

inf
ε>0

(min{aκε
,dgε

δ (θ)}−δ (p2)
ρε

2
‖γ1‖2)> 0,

we conclude that

+∞

= lim
n→∞

1
‖cn‖W 1,p2(Ω)

(
aκn‖∇cn‖p2

Lp2(Ω;Rd)
+dgn‖cn‖θ

Lθ (Ω)
− ρn

2
‖γ1‖2‖cn‖2

W 1,p2(Ω)
+‖cgn‖L1(Ω)

)
≤ ‖ωn‖Lp′2(Γ2∪Γ3)

‖γ2‖,

which triggers a contradiction. Consequently, we conclude that {cn} is uniformly bounded in
W 1,p2(Ω). By using the reflexivity of E×W 1,p2(Ω) and passing to a subsequence if necessary,
we may suppose that there exist a subsequence of {(vvvn,cn)}, still denoted by the same way, and
a pair of functions (vvv,c) ∈ E×W 1,p2(Ω) such that

(vvvn,cn)⇀ (vvv,c) in E×W 1,p2(Ω) as n→ ∞. (4.17)

Step 2. (vvvn,cn) converges strongly to (vvv,c) in E×W 1,p2(Ω).
Remark 3.1 reveals that Kε

M−→ K as ε → 0. Invoking the convergence (4.17), we infer that
(vvv,c) ∈ K×W 1,p2(Ω). Moreover, for each n ∈ N, one has

〈Anvvvn +B[vvvn],wwwn− vvvn〉+
∫

Γ1

j0
n(xxx,cn,γvvvn;γ(wwwn− vvvn))dΓ (4.18)

+
∫

Γ2

φn(wnν
− vnν

)dΓ+
∫

Γ3

ϕn(wnν
− vnν

)dΓ≥
∫

Ω

fff n · (wwwn− vvvn)dxxx

for all wwwn ∈ Kn, and∫
Ω

κn(vvvn)‖∇cn‖p2−2
Rd ∇cn ·∇zdxxx+

∫
Ω

gn(xxx,cn)zdxxx+
∫

Ω

(vvvn ·∇cn) · zdxxx =
∫

Γ2∪Γ3

ωnzdΓ (4.19)
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for all z ∈W 1,p2(Ω). By virtue of Kε

M−→ K as ε → 0, there exists a sequence {ṽvvn} such that
ṽvvn ∈ Kn for each n ∈ N and ṽvvn→ vvv in E. Putting wwwn = ṽvvn into (4.18), it gives

〈B[vvvn], ṽvvn− vvvn〉+
∫

Γ1

j0
n(xxx,cn,γvvvn;γ(ṽvvn− vvvn))dΓ+

∫
Γ2

φn(ṽnν
− vnν

)dΓ (4.20)

+
∫

Γ3

ϕn(ṽnν
− vnν

)dΓ+
∫

Ω

fff n · (vvvn− ṽvvn)dxxx≥ 〈Anvvvn,vvvn− ṽvvn〉.

It follows from [15, Theorem 5.1] that the operator B[·] : E → E∗ (see (4.3)) is weakly-weakly
continuous and

lim
n→∞
〈B[vvvn],vvvn〉= 〈B[vvv],vvv〉. (4.21)

Then we have

lim
n→∞
〈B[vvvn], ṽvvn− vvvn〉= lim

n→∞
〈B[vvvn]−B[vvv], ṽvvn〉+ lim

n→∞
〈B[vvv], ṽvvn〉− lim

n→∞
〈B[vvvn],vvvn〉= 0. (4.22)

By the embedding theorem, it holds γvvvn(xxx)→ γvvv(xxx) and cn(xxx)→ c(xxx) for a.e. xxx ∈ Γ. We
employ the hypothesis H( jε)(vi) and Fatou’s lemma to obtain

limsup
n→∞

∫
Γ1

j0
n(xxx,cn,γvvvn;γ(ṽvvn− vvvn))dΓ≤

∫
Γ1

limsup
n→∞

j0
n(xxx,cn,γvvvn;γ ṽvvn− γvvvn)dΓ (4.23)

≤
∫

Γ1

j0(xxx,c,γvvv;0)dΓ = 0.

Also, we apply the embedding theorem and hypotheses H(φε), H(ϕε) and H( fff ε) to obtain

lim
n→∞

(∫
Γ2

φn(ṽnν
− vnν

)dΓ+
∫

Γ3

ϕn(ṽnν
− vnν

)dΓ+
∫

Ω

fff n · (vvvn− ṽvvn)dxxx
)
= 0. (4.24)

From the hypothesis H(CCCε)(v) and the definition of A and Aε (see (4.1) and (4.2)), we have

|〈Anvvvn−Avvvn,vvvn− vvv〉|

≤
∫

Ω

‖CCCn(DDD(vvvn))−CCC(DDD(vvvn))‖Sd‖DDD(vvvn)−DDD(vvv)‖Sd dxxx

≤
∫

Ω

mCαnh1(DDD(vvvn))‖DDD(vvvn)−DDD(vvv)‖Sd dxxx

≤
∫

Ω

mCαn(ch1 +dh1‖DDD(vvvn)‖p1−1
Sd )‖DDD(vvvn)−DDD(vvv)‖Sd dxxx,

where αn = αεn . Hence

lim
n→∞
〈Anvvvn−Avvvn,vvvn− vvv〉= 0. (4.25)

It follows from [15, Lemma 5.2] that operator A : E → E∗ (see (4.1)) is bounded, continuous,
maximal monotone and of type (S+). Passing to the upper limit as n→ ∞ in inequality (4.20),
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and using inequalities (4.22)–(4.25), we find

limsup
n→∞

〈Avvvn,vvvn− vvv〉

≤ limsup
n→∞

〈Avvvn−Anvvvn +Anvvvn,vvvn− ṽvvn〉

≤ limsup
n→∞

(
〈B[vvvn], ṽvvn− vvvn〉+

∫
Γ1

j0
n(xxx,cn,γvvvn;γ(ṽvvn− vvvn))dΓ

+
∫

Γ2

φn(ṽnν
− vnν

)dΓ+
∫

Γ3

ϕn(ṽnν
− vnν

)dΓ+
∫

Ω

fff n · (vvvn− ṽvvn)dxxx
)

≤0.

We infer that vvvn→ vvv in E as n→ ∞. Besides, we insert z = c−cn into inequality (4.19) to have∫
Ω

gn(xxx,cn)(c− cn)dxxx+
∫

Ω

(vvvn ·∇cn) · (c− cn)dxxx+
∫

Γ2∪Γ3

ωn(cn− c)dΓ (4.26)

=
∫

Ω

κn(vvvn)‖∇cn‖p2−2
Rd ∇cn ·∇(cn− c)dxxx.

By the Sobolev embedding theorem, we can see that cn→ c in Lp2(Ω). Applying hypothesis
H(gε)(v), we obtain

lim
n→∞

(∫
Ω

gn(xxx,cn)(c− cn)dxxx+
∫

Ω

(vvvn ·∇cn) · (c− cn)dxxx
)
= 0. (4.27)

It follows from the hypothesis H(ωε) that

lim
n→∞

∫
Γ2∪Γ3

ωn(cn− c)dΓ = 0. (4.28)

Passing to upper limit as n→∞ in inequality (4.26) and using the inequalities (4.27)–(4.28), we
have

0 = lim
n→∞

(∫
Ω

gn(xxx,cn)(c− cn)dxxx+
∫

Ω

(vvvn ·∇cn) · (c− cn)dxxx+
∫

Γ2∪Γ3

ωn(cn− c)dΓ

)
= limsup

n→∞

∫
Ω

κn(vvvn)‖∇cn‖p2−2
Rd ∇cn ·∇(cn− c)dxxx

≥ liminf
n→∞

∫
Ω

(
κn(vvvn)−

a0

2

)
‖∇cn‖p2−2

Rd ∇cn ·∇(cn− c)dxxx

+ limsup
n→∞

∫
Ω

a0

2
‖∇cn‖p2−2

Rd ∇cn ·∇(cn− c)dxxx

≥ liminf
n→∞

∫
Ω

(
κn(vvvn)−

a0

2

)
‖∇c‖p2−2

Rd ∇c ·∇(cn− c)dxxx

+ limsup
n→∞

∫
Ω

a0

2
‖∇cn‖p2−2

Rd ∇cn ·∇(cn− c)dxxx

= limsup
n→∞

∫
Ω

a0

2
‖∇cn‖p2−2

Rd ∇cn ·∇(cn− c)dxxx,
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where we used the monotonicity of the p2-Laplace operator and hypothesis H(κε)(v). Com-
bined with (S+)-property of −div(κ(vvv)|∇c|p2−2∇c), we obtain cn→ c in W 1,p2(Ω). Therefore,
we conclude that (vvvn,cn)→ (vvv,c) in E×W 1,p2(Ω), which means that w–limsupn→∞ Sn 6= /0 and
w–limsupn→∞ Sn = s–limsupn→∞ Sn.
Step 3. (vvv,c) ∈ K×W 1,p2(Ω) is also a weak solution of Problem 1.1.

Let uuu∈K. Because of the convergence Kε

M−→K as ε→ 0, by condition (i) of Definition 2.2,
there exists a sequence {uuun} such that uuun ∈ Kn and uuun→ uuu in E as n→ ∞. Inserting wwwn = uuun in
(4.18), we see that

〈Anvvvn +B[vvvn],uuun− vvvn〉+
∫

Γ1

j0
n(xxx,cn,γvvvn;γ(uuun− vvvn))dΓ (4.29)

+
∫

Γ2

φn(unν
− vnν

)dΓ+
∫

Γ3

ϕn(unν
− vnν

)dΓ≥
∫

Ω

fff n · (uuun− vvvn)dxxx.

Since the operator A : E→ E∗ is continuous, we deduce from (4.25) that Anvvvn→ Avvv in E, and

lim
n→∞
〈Anvvvn,uuun− vvvn〉= 〈Avvv,uuu− vvv〉. (4.30)

The weak-weak continuity of B and (4.21) prove that

lim
n→∞
〈B[vvvn],uuun− vvvn〉= 〈B[vvv],uuu− vvv〉. (4.31)

By the hypothesis H( jε)(vi), we have

limsup
n→∞

∫
Γ1

j0
n(xxx,cn,γvvvn;γ(uuun− vvvn))dΓ≤

∫
Γ1

j0(xxx,c,γvvv;γ(uuu− vvv))dΓ. (4.32)

We pass to the upper limit as n→ ∞ in inequality (4.29), and use hypotheses H(φε), H(ϕε),
H( fff ε) with (4.30)-(4.32) to see that

0≤ limsup
n→∞

(
〈Anvvvn +B[vvvn],uuun− vvvn〉+

∫
Γ1

j0
n(xxx,cn,γvvvn;γ(uuun− vvvn))dΓ (4.33)

+
∫

Γ2

φn(unν
− vnν

)dΓ+
∫

Γ3

ϕn(unν
− vnν

)dΓ+
∫

Ω

fff n · (vvvn−uuun)dxxx
)

≤〈Avvv+B[vvv],uuu− vvv〉+
∫

Γ1

j0(xxx,c,γvvv;γ(uuu− vvv))dΓ

+
∫

Γ2

φ(uν − vν)dΓ+
∫

Γ3

ϕ(uν − vν)dΓ+
∫

Ω

fff · (uuu− vvv)dxxx.

On the other hand, letting n→ ∞ in inequality (4.19) and using the conditions H(κε), H(gε),
H(ωε), we deduce∫

Ω

κ(vvv)‖∇c‖p2−2
Rd ∇c ·∇zdxxx+

∫
Ω

g(xxx,c)zdxxx+
∫

Ω

(vvv ·∇c) · zdxxx−
∫

Γ2∪Γ3

ωzdΓ = 0.

This fact together with (4.33) and the arbitrarity of uuu ∈ K implies that (vvv,c) ∈ K×W 1,p2(Ω) is
a weak solution of the recovered fracturing fluid model (Problem 1.1).

Consequently, we conclude that, for each n∈N, if (vvvn,cn) is a weak solution to the perturbed
problem (Problem 3.1) with ε = εn, then there exists a subsequence of {(vvvn,cn)}, still denoted
by the same way, and (vvv,c) ∈ E ×W 1,p2(Ω) such that (vvvn,cn)→ (vvv,c) in E ×W 1,p2(Ω) as
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n→ ∞, and (vvv,c) is a weak solution to the recovered fracturing fluid model (Problem 1.1).
Therefore, the stability result w–limsupn→∞ Sn = s–limsupn→∞ Sn ⊂ S is valid.

�

Remark 4.1. It follows from Theorem 4.1 that if the recovered fracturing fluid model (Prob-
lem 1.1) has the unique weak solution, and the perturbed problem (Problem 3.1) also has the
unique solution, then the stability result stated in Theorem 4.1 reduces to following one

(vvvn,cn)→ (vvv,c) in E×W 1,p2(Ω),

where (vvvn,cn) and (vvv,c) are the unique weak solutions of Problems 3.1 and 1.1, respectively.
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