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Abstract. In this paper, we introduce two derivative-free projection iterative algorithms for solving a
system of nonlinear monotone operator equations. The two proposed algorithms can be viewed as two-
step methods where the first step uses an inertial effect in every iteration. The global convergence of
the proposed algorithms is established under some mild assumptions. We present numerical expe-
riments to show the efficiency and advantage of the inertial projection steps of the proposed algorithms
and compare it with some existing methods for solving nonlinear problems. Finally, we consider the
problem of solving a motion control problem involving a two-joint planar robotic manipulator.
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1. INTRODUCTION

Let \( x_0 \in \mathbb{R}^n \) be a starting point. Consider the iterative algorithm

\[
x_{k+1} := x_k + \eta_k d_k, \quad k = 0, 1, 2, \ldots,
\]

(1.1)

where \( \eta_k > 0 \) denotes a step length and \( d_k \in \mathbb{R}^n \) denotes a search direction. Let \( F : \mathbb{R}^n \to \mathbb{R}^n \) be
a continuous function, the search direction in (1.1) is usually computed as follows

\[
d_k := \begin{cases} 
-F(x_k), & \text{for } k = 0, \\
-\theta_k F(x_k) + \beta k_s_k - 1, & \text{for } k = 1, 2, 3, \ldots,
\end{cases}
\]

(1.2)
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where \( s_{k-1} := x_k - x_{k-1} \), \( \theta_k > 0 \) and \( \beta_k \in \mathbb{R} \) are referred to be spectral parameter and conjugate gradient parameter, respectively. Iterative method (1.1) with the search direction \( d_k \) defined in (1.2) is referred to a spectral-conjugate gradient method. If parameter \( \theta_k = 1 \), for all \( k \), then (1.1) is called a conjugate gradient method while if \( \beta_k = 0 \), for all \( k \), then (1.1) is called a spectral gradient method. Iterative method (1.1) has been investigated by researchers (see, e.g., [1, 2]) that it is very efficient for solving unconstrained optimization problems \( \min \{ f(x) : x \in \mathbb{R}^n \} \), where \( f \) is a continuous differentiable function that is assumed to be bounded from below.

**Definition 1.1.** A function \( F : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is said to be monotone if, for all \( x, y \in \mathbb{R}^n \),
\[
\langle F(x) - F(y), x - y \rangle \geq 0.
\]

**Definition 1.2.** A function \( F : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is said to be Lipschitz continuous if there exists some positive constants, say \( L \), such that, for all \( x, y \in \mathbb{R}^n \),
\[
\| F(x) - F(y) \| \leq L \| x - y \|.
\]

Recently, with the aid of the hyperplane projection proposed by Solodov and Svaiter in [3], some researchers (see, e.g., [4, 5, 6]) extended iterative method (1.1) to solve the following nonlinear system of equations
\[
F(x) = 0, \text{ such that } x \in \Lambda \subseteq \mathbb{R}^n ,
\]
where \( F : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is assumed to be Lipschitz continuous and monotone. The solution set of problem (1.3) is assumed to be nonempty and is denoted as \( \chi \). The feasible set \( \Lambda \) is assumed to be nonempty, closed and convex and therefore, the set \( \chi \) is also convex [7]. Various problems arising in different areas and applications, such as optimization, differential equations, motion control problems, \( \ell_1 \)-norm regularization problems and so on can be reformulated into problem (1.3) (see, [8, 9, 10, 11]).

On the other hand, given two starting points, say \( x_0 \) and \( x_{-1} \), we consider an inertial step
\[
w_k := x_k + \alpha_k (x_k - x_{k-1}).
\]
Iterative algorithms that incorporate inertial step (1.4) are popularly referred as *inertial-type algorithms*. These algorithms were originated from the heavy-ball method of the second-order-in-time dissipative dynamical system. In 1964, Polyak [12] considered the inertial extrapolation as a speed-up method to solve smooth convex minimization problems. Inertial-type methods are two-step iterative schemes, and the next iterate is defined by making use of the previous two iterates [13]. In order to speed up the iteration process, an inertial extrapolation term is required to boost the iterative sequence. These inertial-type methods are basically used to accelerate the iterative sequence towards the required solution. Recently, there is a growing interest in studying inertial-type algorithms for variational inequalities and monotone inclusions; see, e.g., [14, 15, 16, 17, 18, 19] and the references therein. Various studies have shown that iterative algorithms for solving the above nonlinear problems with an inertial step have better numerical performance in terms of the number of iterations and a time of execution compared to their counterparts without the inertial step. These two impressive advantages enhance the researcher’s interest in developing new inertial-like methods.

Given a starting point, say \( x_0 \), classical iterative algorithms (such as Newton’s method and its variants as well as quasi-Newton methods and so on) use formula (1.1) to update their iterative sequences. The search direction \( d_k \) in (1.1) is usually updated via \( x_k \) and its preceding point
Following the research line on inertial step (1.4) in variational inequalities, split feasibility problems and so on, we pose the following question. Can a search direction incorporated with inertial effect (1.4) improve the numerical performance of the conjugate gradient-like algorithms? To answer this question, for a given step size \( \alpha_k \in [0, 1] \) and any two starting points, say \( x_{-1} \) and \( x_0 \), we compute the sequence of inertial steps \( \{w_k\} \) as well as their images via \( w_k := x_k + \alpha_k(x_k - x_{k-1}) \), and then use them to build the search direction of the proposed algorithm.

In this paper, based on the projection technique considered by Solodov and Svaiter, we propose two inertial-type algorithms for solving a system of monotone nonlinear equations with convex constraints. One of them is an inertial-type conjugate gradient projection algorithm and the other one is an inertial-type spectral gradient projection algorithm. We propose two search directions that are sufficiently descent and bounded. Furthermore, we consider solving a motion control problem involving a two-joint planar robotic manipulator. Throughout this paper, we denote by \( \mathbb{R}^n_+ \), \( \| \cdot \|_2 \) and \( \langle \cdot , \cdot \rangle \) the set \( \{(x_1, x_2, \ldots, x_n)^T \in \mathbb{R}^n \mid x_i \geq 0, i = 1, 2, \ldots, n\} \), the Euclidean norm in \( \mathbb{R}^n \) and the Euclidean inner product in \( \mathbb{R}^n \), respectively.

The remaining part of this paper is organized as follows: In Section 2, we describe our proposed method, its algorithm as well as its global convergence. In Section 3, we report numerical experiments to show the efficiency of our algorithms as well as the application of the proposed algorithms in motion control problems. In Section 4, the last section, we give our conclusion in this paper.

2. Inertial-type Derivative-Free Algorithms and Their Convergence Analysis

Let \( x_0 \) and \( x_{-1} \) be two given starting points, and let \( w_k := x_k + \alpha_k(x_k - x_{k-1}) \) be an inertial step, where \( \alpha_k \in [0, 1] \). We begin this section by stating the following assumptions, which are vital in the convergence analysis of the proposed algorithms.

**Assumption 2.1.**

A. The solution set \( \chi \) of problem (1.3) is nonempty.

B. The function \( F : \mathbb{R}^n \to \mathbb{R}^n \) is monotone and Lipschitz continuous.

If the search direction \( d_k \) given by (1.2) satisfies the following sufficient descent condition

\[
F(x_k)^T d_k \leq -t \|F(x_k)\|^2, \quad t > 0,
\]

then, it is said to be a descent direction (see, e.g., [22, 23, 24]). It is worth mentioning that inequality (2.1) is very important for conjugate gradient-like iterative algorithms to be globally convergent.

In order to state the proposed algorithms, the following projection operator is of great importance. Given any point \( x \in \mathbb{R}^n \), its projection onto the feasible set \( \Lambda \subseteq \mathbb{R}^n \) is defined as \( P_{\Lambda}(x) := \arg\min\{\|x - y\| : y \in \Lambda\} \), which satisfies the following properties

\[
\|P_{\Lambda}(x) - P_{\Lambda}(y)\| \leq \|x - y\|, \text{ for all } x, y \in \mathbb{R}^n.
\]

\[
\|P_{\Lambda}(x) - y\| \leq \|x - y\|, \text{ for all } y \in \Lambda.
\]

We now state the details of the proposed algorithms for solving problem (1.3).
Algorithm 1: Conjugate Gradient (CG) Algorithm with Inertial–Step (CGAIS)

**Input:** Give \( x_{-1}, x_0 \in \mathcal{X}, \kappa, r > 0, \gamma \in (0, 2), \sigma, \rho \in (0, 1) \), the stopping tolerance \( Tol \geq 0 \), and \( \alpha_k \in [0, 1] \).

**Step 0:** Set \( k = 0 \), and compute \( d_0 := -F(x_0) \) and \( w_0 := x_0 + \alpha_0(x_0 - x_{-1}) \).

**Step 1:** If \( \|F(x_k)\| \leq Tol \), then \( x_k \) is a solution and the iteration process stops.

**Step 2:** Set
\[
\nu_k := x_k + \eta_k d_k \quad \text{and} \quad \eta_k := \kappa \rho^i,
\]
where \( i \) is the smallest non-negative integer such that
\[
- \langle F(x_k + \kappa \rho^i d_k), d_k \rangle \geq \sigma \kappa \rho^i \|d_k\|^2 \|F(x_k + \kappa \rho^i d_k)\|^{1/c}, \quad c \geq 1.
\]

**Step 3:** If \( \|F(\nu_k)\| = 0 \), stop. Else, compute the next iterate
\[
x_{k+1} := P_{\Lambda} \left[ x_k - \gamma \frac{\langle F(\nu_k), x_k - \nu_k \rangle}{\|F(\nu_k)\|^2} F(\nu_k) \right], \quad \|F(\nu_k)\| \neq 0.
\]

**Step 4:** Compute \( w_{k+1} := x_{k+1} + \alpha_k(x_{k+1} - x_k) \).

**Step 5:** Set \( k := k + 1 \), update the search direction and repeat the process from **Step 1**.
\[
d_k := -\tilde{\theta}_k F(x_k) + \beta_k(w_k - w_{k-1}) - u_{k-1} z_{k-1},
\]
\[
\beta_k := \frac{\langle z_{k-1}, F(x_k) \rangle}{\langle z_{k-1}, w_k - w_{k-1} \rangle}, \quad w_k \neq w_{k-1},
\]
\[
u_k := \frac{\langle w_k - w_{k-1}, F(x_k) \rangle}{\langle z_{k-1}, w_k - w_{k-1} \rangle}, \quad w_k \neq w_{k-1},
\]
where
\[
z_{k-1} := F(w_k) - F(w_{k-1}) + r(w_k - w_{k-1}),
\]
\[
\tilde{\theta}_k := \begin{cases} 
\lambda_k, & \text{if } \theta_k \leq 0 \text{ or } \langle z_{k-1}, F(x_k) \rangle = 0, \\
\theta_k, & \text{otherwise},
\end{cases}
\]
\[
\theta_k := \frac{1}{\langle z_{k-1}, F(x_k) \rangle} \left\langle F(x_k), w_k - w_{k-1} + z_{k-1} - \frac{w_k - w_{k-1}}{\langle w_k - w_{k-1}, z_{k-1} \rangle} \|z_{k-1}\|^2 \right\rangle,
\]
\[
\lambda_k := \frac{\|w_k - w_{k-1}\|^2}{\langle z_{k-1}, w_k - w_{k-1} \rangle}.
\]

Algorithm 2: Spectral Algorithm with Inertial–Step (SAIS)

**Input:** Give the same inputs as in Algorithm 1.

Realize **Step 0** to **Step 4** of Algorithm 1, but replace **Step 5** by:

**Step 5:** Compute
\[
d_k := -\tilde{\theta}_k F(x_k),
\]
where \( \tilde{\theta}_k \) is defined in (2.11).
Remark 2.1. Observe that Algorithm 2 can be obtained by setting $\beta_k = u_{k-1} = 0$ in (2.7) of Algorithm 1.

Remark 2.2. From the definition of $z_{k-1}$ and the monotonicity assumption on $F$, we have

\[
\langle z_{k-1}, w_k - w_{k-1} \rangle = \langle F(w_k) - F(w_{k-1}) + r(w_k - w_{k-1}), w_k - w_{k-1} \rangle \\
= \langle F(w_k) - F(w_{k-1}), w_k - w_{k-1} \rangle + r\langle w_k - w_{k-1}, w_k - w_{k-1} \rangle \\
\geq r\|w_k - w_{k-1}\|^2 > 0, \text{ if } w_k \neq w_{k-1}.
\]

(2.15)

Next, we show that $\theta_k$ is well-defined. We begin by showing that $\lambda_k$ (according to (2.13)) is bounded. From the Lipschitz continuity of $F$, we have

\[
\langle z_{k-1}, w_k - w_{k-1} \rangle = \langle F(w_k) - F(w_{k-1}), w_k - w_{k-1} \rangle + r\|w_k - w_{k-1}\|^2 \leq (L + r)\|w_k - w_{k-1}\|^2.
\]

(2.16)

From (2.15) and (2.16) we have

\[
\frac{1}{L + r} \leq \frac{\|w_k - w_{k-1}\|^2}{\langle z_{k-1}, w_k - w_{k-1} \rangle} \leq \frac{1}{r}.
\]

(2.17)

This implies that $\lambda_k$ is bounded. Therefore, from (2.11), we can find some constants, say $t_1 > 0$ and $t_2 > 0$, such that

\[
t_1 \leq \theta_k \leq t_2.
\]

(2.18)

Combining (2.17) and (2.18) gives

\[
p \leq \hat{\theta}_k \leq q,
\]

(2.19)

where $p \in [t_1, \frac{1}{L + r}]$ and $q \in [\frac{1}{r}, t_2]$.

The following lemma shows that the proposed search directions satisfy (2.1) is independent of the line search strategy used.

Lemma 2.1. The search directions (2.7) and (2.14) generated by Algorithms 1 and 2 satisfy the descent condition defined by (2.1).

Proof. Taking the inner product of the search direction $d_k$ defined by (2.7) with $F(x_k)$, for $k = 0$, it follows that $\langle F(x_0), d_0 \rangle \leq -\|F(x_0)\|^2$. For $k > 0$, we have

\[
\langle F(x_k), d_k \rangle = -\hat{\theta}_k\|F(x_k)\|^2 + \frac{\langle z_{k-1}, F(x_k) \rangle}{\langle z_{k-1}, w_k - w_{k-1} \rangle} \langle F(x_k), w_k - w_{k-1} \rangle \\
- \frac{\langle w_k - w_{k-1}, F(x_k) \rangle}{\langle z_{k-1}, w_k - w_{k-1} \rangle} \langle F(x_k), z_{k-1} \rangle \\
= -\hat{\theta}_k\|F(x_k)\|^2 \\
\leq -p\|F(x_k)\|^2.
\]

The last inequality follows from (2.19). This shows that the search direction $d_k$ is a descent direction.

\[\square\]

Remark 2.3. Line search (2.5) is well-defined. That is, for all $k \geq 0$, there always exists a step-size $\eta_k$ satisfying (2.5) in a finite number of iteration.

Suppose on the contrary that there exists some $k_0$ such that, for any $i = 0, 1, 2, \ldots$, (2.5) does not hold, that is,

\[
- \langle F(x_{k_0} + \kappa \rho i d_{k_0}), d_{k_0} \rangle < \sigma \kappa \rho i \|d_{k_0}\|^2 \|F(x_{k_0} + \kappa \rho i d_{k_0})\|^{1/c}, \kappa > 0 \text{ and } c \geq 1.
\]

(2.21)
From the continuity of $F$ and the fact that $0 < \rho^i < 1$, \((i = 0, 1, 2, \ldots)\), we let $i \to \infty$, which together with (2.21) yields
$$
\langle F(x_{k_0}), d_{k_0} \rangle \geq 0.
$$
(2.22)
It is clear that inequality (2.22) contradicts (2.1). Hence line search (2.5) is well-defined.

**Lemma 2.2.** Suppose that Assumption 2.1 holds and let $0 < \gamma < 2$. Let $\hat{x}$ be a solution to problem (1.3). If the sequences \(\{d_k\}, \{\nu_k\}, \{x_k\}\) and \(\{w_k\}\) are generated by (2.7), (2.4) and (2.6) as well as the sequences of scalars \(\{\alpha_k\}\) and \(\{\eta_k\}\) in Algorithm 1 or 2 with the Lipschitz constant $L$, then the following assertions hold:

(i) \(\{x_k\}\) and \(\{w_k\}\) are bounded and $\lim_{k \to \infty} \|x_k - \hat{x}\|$ exists.

(ii) The sequence of the search direction \(\{\|d_k\|\}\) is bounded.

(iii) \(\{\nu_k\}\) and \(\{\|F(\nu_k)\|\}\) are bounded.

(iv) $\lim_{k \to \infty} \|\eta_k\|d_k\| = 0$.

**Proof.** (i). From projection property (2.3), we have
$$
\left\| P_A \left( x_k - \gamma \frac{\langle F(\nu_k), x_k - \nu_k \rangle}{\|F(\nu_k)\|^2} F(\nu_k) \right) - \hat{x} \right\| \leq \left\| x_k - \gamma \frac{\langle F(\nu_k), x_k - \nu_k \rangle}{\|F(\nu_k)\|^2} F(\nu_k) - \hat{x} \right\|. \tag{2.23}
$$
Since $\hat{x}$ is a solution to problem (1.3), then $F(\hat{x}) = 0$. Therefore, $\langle F(\hat{x}), \nu_k - \hat{x} \rangle = 0$. By the monotonicity of $F$, we have $\langle F(\hat{x}), \nu_k - \hat{x} \rangle \leq \langle F(\nu_k), \nu_k - \hat{x} \rangle$. This means
$$
\langle F(\nu_k), x_k - \nu_k \rangle = \langle F(\nu_k), x_k - \nu_k \rangle + \langle F(\hat{x}), \nu_k - \hat{x} \rangle \leq \langle F(\nu_k), x_k - \nu_k \rangle + \langle F(\nu_k), \hat{x} - \nu_k \rangle = \langle F(\nu_k), x_k - \hat{x} \rangle.
$$
(2.24)
By (2.23), (2.24) and the definition of $x_{k+1}$ in (2.6), we get
$$
\|x_{k+1} - \hat{x}\|^2 \leq \left\| x_k - \hat{x} - \gamma \frac{\langle F(\nu_k), x_k - \nu_k \rangle}{\|F(\nu_k)\|^2} F(\nu_k) \right\|^2
$$
$$
= \left\| x_k - \hat{x} \right\|^2 - 2\gamma \frac{\langle F(\nu_k), x_k - \nu_k \rangle}{\|F(\nu_k)\|^2} \langle F(\nu_k), x_k - \hat{x} \rangle + \gamma^2 \frac{\langle F(\nu_k), x_k - \nu_k \rangle^2}{\|F(\nu_k)\|^2}
$$
$$
\leq \left\| x_k - \hat{x} \right\|^2 - 2\gamma \frac{\langle F(\nu_k), x_k - \nu_k \rangle}{\|F(\nu_k)\|^2} \langle F(\nu_k), x_k - \hat{x} \rangle + \gamma^2 \frac{\langle F(\nu_k), x_k - \nu_k \rangle^2}{\|F(\nu_k)\|^2}
$$
$$
= \left\| x_k - \hat{x} \right\|^2 - \gamma(2 - \gamma) \left( \frac{\langle F(\nu_k), x_k - \nu_k \rangle}{\|F(\nu_k)\|^2} \right)^2 \tag{2.25}
$$
$$
\leq \left\| x_k - \hat{x} \right\|^2. \tag{2.26}
$$
The relation (2.26) implies that, for all $k \geq 0$,
$$
\|x_{k+1} - \hat{x}\| \leq \|x_k - \hat{x}\| \leq \|x_{k-1} - \hat{x}\| \leq \cdots \leq \|x_0 - \hat{x}\|,
$$
where $x_0$ is one of the given starting points. This means that $\lim_{k \to \infty} \|x_k - \hat{x}\|$ exists and then $\{x_k\}$ is bounded. Since $\alpha_k \in [0, 1]$, we have that $\{w_k\}$ is also bounded. Let $b_1 := L\|x_0 - \hat{x}\|$. Since $F$ is Lipschitz continuous, then, for all $k \geq 0$,
$$
\|F(x_k)\| = \|F(x_k) - F(\hat{x})\| \leq L\|x_k - \hat{x}\| \leq \cdots \leq L\|x_0 - \hat{x}\| = b_1. \tag{2.27}
$$
To show (ii), let $k = 0$. From the definition of the search direction $d_k$ in (2.7), we have

$$\|d_0\| = \|F(x_0)\| \leq b_1. \tag{2.28}$$

From the Lipschitz continuity of $F$, we have

$$\|z_k - z_{k-1}\| = \|F(w_k) - F(w_{k-1}) + r(w_k - w_{k-1})\| \leq (L + r)\|w_k - w_{k-1}\|. \tag{2.29}$$

Note that

$$\|d_k\| = \| - \hat{\theta}_k F(x_k) + \beta_k (w_k - w_{k-1}) - u_{k-1} z_{k-1}\|
\leq \hat{\theta}_k \|F(x_k)\| + \beta_k \|w_k - w_{k-1}\| + |u_{k-1}| \|z_{k-1}\|
= \hat{\theta}_k \|F(x_k)\| + \beta_k \left| \frac{z_{k-1} - F(x_k)}{z_{k-1} - (w_k - w_{k-1})} \right| \|w_k - w_{k-1}\| + \beta_k \left| \frac{w_k - w_{k-1}}{z_{k-1} - (w_k - w_{k-1})} \right| \|z_{k-1}\|
\leq \hat{\theta}_k \|F(x_k)\| + 2 \frac{\|z_{k-1}\| \|F(x_k)\|}{\|z_{k-1} - (w_k - w_{k-1})\|} \|w_k - w_{k-1}\| + \beta_k \frac{\|w_k - w_{k-1}\| \|z_{k-1}\|}{\|z_{k-1} - (w_k - w_{k-1})\|} \|z_{k-1}\|
= \hat{\theta}_k \|F(x_k)\| + \frac{2}{r} \frac{(L + r)\|w_k - w_{k-1}\|^2}{r\|w_k - w_{k-1}\|^2} \|F(x_k)\|
= \left[ \frac{1}{r} + 2 \frac{(L + r)}{r} \right] \|F(x_k)\|. \tag{2.30}$$

The first and the second inequality follow from the triangle inequality and the Cauchy-Schwarz inequality, respectively. The third inequality follows from (2.15) and (2.29).

If we let $\hat{b}_2 := \left[ \frac{1}{r} + 2 \frac{(L + r)}{r} \right]$, then (2.30) becomes

$$\|d_k\| \leq \hat{b}_2 \|F(x_k)\|. \tag{2.31}$$

Combining (2.31) and (2.28) gives

$$\|d_k\| \leq b, \text{ for all } k \geq 0, \tag{2.32}$$

where $b := b_1 \hat{b}_2$.

(iii). From the definition of $v_k$ in (2.4), (2.32) and the boundedness of $\{x_k\}$, we have that, for all $k \geq 0$, $\{v_k\}$ is bounded. Therefore, we can find some constant, say $\overline{b}_2$, such that $\|v_k - \hat{x}\| \leq \overline{b}_2$. Subsequently, from the Lipschitz continuity of $F$, there exists some constant, say $b_2$, such that, for all $k \geq 0$,

$$\|F(v_k)\| = \|F(v_k) - F(\hat{x})\| \leq L \|v_k - \hat{x}\| \leq b_2, \tag{2.33}$$

where $b_2 := L \overline{b}_2$.

(iv). From (2.25), we can deduce that

$$\langle F(v_k), \eta_k d_k \rangle^2 \leq \frac{\|F(v_k)\|^2}{\gamma(2 - \gamma)} \left( \|x_k - \hat{x}\|^2 - \|x_{k+1} - \hat{x}\|^2 \right). \tag{2.34}$$

From the definition of $\eta_k$ in Step 3 of Algorithm 1, and (2.5), we have

$$\sigma^2 \eta_k^4 \|d_k\|^4 \|F(v_k)\|^{2/c} \leq \langle F(v_k), \eta_k d_k \rangle^2. \tag{2.35}$$
Combining (2.34) and (2.35), we have
\[
\sigma^2 \eta_k^4 \| d_k \|^4 \| F(\eta_k) \|^2 \leq \frac{\| F(\eta_k) \|^2}{\gamma(2 - \gamma)} (\| x_k - \hat{x} \|^2 - \| x_{k+1} - \hat{x} \|^2).
\] (2.36)

Using (2.33) and the fact that \( \sigma > 0, 0 < \gamma < 2 \) and \( \lim_{k \to \infty} \| x_k - \hat{x} \| \) exists, we obtain from (2.36) that
\[
\lim_{k \to \infty} \eta_k^4 \| d_k \|^4 \leq \frac{1}{\gamma(2 - \gamma) \sigma^2} \lim_{k \to \infty} \| F(\eta_k) \|^2 (\| x_k - \hat{x} \|^2 - \| x_{k+1} - \hat{x} \|^2)
\]
\[\leq \frac{b_2^{2-2/c}}{\gamma(2 - \gamma) \sigma^2} \lim_{k \to \infty} (\| x_k - \hat{x} \|^2 - \| x_{k+1} - \hat{x} \|^2) = 0.
\]

This implies
\[
\lim_{k \to \infty} \eta_k \| d_k \| = 0.
\] (2.37)

\[\square\]

**Theorem 2.1.** Suppose that Assumption 2.1 holds. For \( \kappa > 0 \), let \( \{ x_k \} \) be the iterative sequence and let \( d_k \) be the search direction generated by Algorithm 1 or 2. Then,
\[
\liminf_{k \to \infty} \| F(x_k) \| = 0.
\] (2.38)

Furthermore, \( \{ x_k \} \) converges to a point \( \hat{x} \), which satisfies \( F(\hat{x}) = 0 \).

**Proof.** Suppose that, for all \( k > 0 \), \( \| d_k \| \neq 0 \). Then, from (2.31), we have
\[
\frac{\| F(x_k) \|}{\| d_k \|} \geq \frac{1}{b_2}, \quad \| d_k \| \neq 0,
\] (2.39)

where \( b_2 := \left[ \frac{1}{\rho} + \frac{L(\rho + r)}{r} \right] \), \( L \) is a Lipschitz constant and \( r > 0 \) is a positive constant.

Let \( \eta_k' := x_k + \eta_k' d_k \) and suppose that \( \eta_k' \neq \kappa, \kappa > 0 \). Then, for \( \rho \in (0, 1) \), \( \eta_k' := \rho^{-1} \eta_k \) does not satisfy (2.5), i.e.,
\[
\langle F(\eta_k'), d_k \rangle + \sigma \eta_k' \| F(\eta_k') \|^{1/c} \| d_k \|^2 > 0, \quad c > 0.
\] (2.40)

Under our assumptions, \( \hat{x} \) is a solution to problem (1.3). Then, from the Lipschitz continuity of \( F \) and the boundedness of \( \| d_k \| \) in (2.32) with \( b = b_1 \hat{b}_2 \), for any given starting point, say \( x_0 \), we have
\[
\| F(\eta_k') \| \leq L \| x_k + \eta_k' d_k - \hat{x} \|
\leq L \| x_k - \hat{x} \| + L \eta_k' \| d_k \|
\leq L \| x_0 - \hat{x} \| + L \eta_k' \| d_k \|
\leq b_1 + L \rho^{-1} b,
\]
where \( b_1 := L \| x_0 - \hat{x} \| \). Now, letting \( b_3 := b_1 + L \rho^{-1} b \), we have, for all \( k \geq 0 \),
\[
\| F(\eta_k') \| \leq b_3.
\] (2.41)
Using (2.40), we find from inequality (2.1), the Lipschitz continuity of $F$, and the Cauchy-Schwarz inequality that
\[ t \| F(x_k) \|^2 \leq -\langle F(x_k), d_k \rangle \]
\[ < -\langle F(x_k), d_k \rangle + \langle F(v_k^e), d_k \rangle + \sigma \eta_k^e \| F(v_k^e) \|^{1/c} d_k \|^2 \]
\[ = \langle F(v_k^e) - F(x_k), d_k \rangle + \sigma \eta_k^e \| F(v_k^e) \|^{1/c} d_k \|^2 \]
\[ \leq \| F(v_k^e) - F(x_k) \| d_k \| + \sigma \eta_k^e \| F(v_k^e) \|^{1/c} d_k \|^2 \]
\[ \leq \eta_k \| d_k \|^2 + \sigma \eta_k^e \| F(v_k^e) \|^{1/c} d_k \|^2 \]
\[ = \rho^{-1} \eta_k (L + \sigma \| F(v_k^e) \|^{1/c}) d_k \|^2. \]

This further gives
\[ \eta_k \geq \frac{\rho t \| F(x_k) \|^2}{(L + \sigma \| F(v_k^e) \|^{1/c}) d_k \|^2} \geq \frac{\rho t}{L + \sigma b^2} \frac{1}{b^2}, \]

where the last inequality follows from (2.39) and (2.41). Combining (2.37) with (2.42), we obtain
\[ \liminf_{k \to \infty} \| d_k \| = 0. \]

Moreover, we can deduce from (2.1) the following relation
\[ t \| F(x_k) \|^2 \leq -\langle F(x_k)^T d_k \rangle \leq \| F(x_k) \| \| d_k \|, \ t > 0, \]

which further gives
\[ \| d_k \| \geq t \| F(x_k) \|, \ t > 0. \]

Therefore,
\[ 0 = \liminf_{k \to \infty} \| d_k \| \geq t \liminf_{k \to \infty} \| F(x_k) \|, \]

which gives (2.38).

Furthermore, since $F$ is continuous and the sequence $\{x_k\}$ is bounded, then there is some accumulation point of $\{x_k\}$, say $\hat{x}$, for which $\| F(\hat{x}) \| = 0$. From the boundedness of $\{x_k\}$, we can find a subsequence $\{x_{k_j}\}$ of $\{x_k\}$ such that $\lim_{k \to \infty} \| x_{k_j} - \hat{x} \| = 0$. Since $\lim_{k \to \infty} \| x_k - \hat{x} \|$ exist (according to Lemma 2.2), we can conclude that $\lim_{k \to \infty} \| x_k - \hat{x} \| = 0$ and the proof is complete. 

\[ \square \]

3. NUMERICAL EXPERIMENTS AND COMPARISONS

In this section, we present some numerical experiments to assess the performance of the proposed algorithms (Algorithm 1 and 2) as well as their computational advantages in comparison with some existing methods. We implement these algorithms to solve a collection of monotone systems of nonlinear equations, see Test Problems for Algorithm 1 (Experiment One), i.e. Conjugate Gradient Algorithm with Inertial Step (CGAIS) as well as Algorithm 2 (Experiment Two), i.e., Spectral Algorithm with Inertial Step (SAIS). Finally, we modify and implement Algorithm 1 to solve a motion control problem involving two-joint planar robotic manipulator. All the solvers were coded in MATLAB R2017a software and run on a PC with Intel(R) Core(TM) i7–7500U processor with 8.00 GB of RAM and CPU of 2.70 GHz.
3.1. **Experiment I.** In this experiment, we compare the performance of our proposed algorithm, i.e., Algorithm 1 (CGAIS) with the same algorithm but without inertial step denoted by CGWOI (Conjugate Gradient WithOut Inertial step) and Algorithm 1 of Awwal et al. [25], denoted by HSS on Problems: 3.1, 3.2, 3.3, 3.4, 3.5 and 3.10 of the Test Problems. In other words, we try to compare the numerical performance of the method that incorporate the inertial step with two other methods without the inertial step. In order to have best possible results, the following parameters were chosen for the implementation of Algorithm 1 (CGAIS) as well as CGWOI method: \( \sigma = 10^{-4}, r = 0.01, c = 2, \rho = 0.50, \gamma = 1.99, \kappa = 1 \) and \( \alpha_k = \frac{1}{(k+1)^2} \).

The parameters for the HSS method were chosen as reported in [25]. Furthermore, the iteration process for the Test Problems is terminated whenever the inequality \( \|F(x_k)\| < 10^{-6} \) or \( \|F(u_k)\| < 10^{-6} \) is satisfied and failure is declared when the number of iterations exceed 1000 and the terminating criterion mentioned above has not been satisfied.

The Test Problems were taken from the existing literature and the function \( F \) is taken as \( F(x) = (f_1(x), f_2(x), \ldots, f_n(x))^T, \ f_i : \mathbb{R}^n \to \mathbb{R}, \) for \( i = 1, 2, \ldots, n. \) However, since our proposed algorithm uses two starting points, i.e., \( x_{-1} \) and \( x_0, \) then, for each \( x_j, \ j = 1, 2, \ldots, 14, \) taken from Table 1, we set \( x_{-1} := \{x_1^i + i, x_2^i + i, \ldots, x_n^i + i\}, \ i \geq 0, \) and update them subsequently. All the Test Problems were solved using the dimension (DIM) of \( n = 1000, \ 5000, \ 10000, \ 50000, \) and \( 100000. \)

**Table 1.** The initial points used for Algorithm 1 and 2

<table>
<thead>
<tr>
<th>Initial Points (INP)</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>((1,1,1, \ldots,1)^T)</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>((1 + \frac{1}{n},1, \ldots,1,1)^T)</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>((\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \ldots,\frac{1}{2})^T)</td>
</tr>
<tr>
<td>( x_4 )</td>
<td>((1 - \frac{1}{n},1 - \frac{2}{n},1 - \frac{3}{n}, \ldots,0)^T)</td>
</tr>
<tr>
<td>( x_5 )</td>
<td>((0,\frac{1}{n},\frac{2}{n},\ldots,\frac{n-1}{n})^T)</td>
</tr>
<tr>
<td>( x_6 )</td>
<td>((1,\frac{1}{n},\frac{2}{n},\ldots,\frac{n}{n})^T)</td>
</tr>
<tr>
<td>( x_7 )</td>
<td>((\frac{1}{n},\frac{2}{n},\ldots,\frac{n}{n},0)^T)</td>
</tr>
<tr>
<td>( x_8 )</td>
<td>((\frac{1}{n},\frac{2}{n},\frac{3}{n}, \ldots,1)^T)</td>
</tr>
<tr>
<td>( x_9 )</td>
<td>(\text{rand}(0,1))</td>
</tr>
<tr>
<td>( x_{10} )</td>
<td>((\frac{3}{n},\frac{3}{n},\frac{3}{n},\ldots,\frac{3}{n})^T)</td>
</tr>
<tr>
<td>( x_{11} )</td>
<td>((2,2,2,2)^T)</td>
</tr>
<tr>
<td>( x_{12} )</td>
<td>((\frac{1}{2},\frac{1}{2},\frac{1}{2},\ldots,\frac{1}{2})^T)</td>
</tr>
<tr>
<td>( x_{13} )</td>
<td>(5\min(ih,1-ih),1 \leq i \leq n, h = 1/(n+1))</td>
</tr>
<tr>
<td>( x_{14} )</td>
<td>((\frac{1}{n},\frac{1}{n},\frac{3}{n},\ldots,\frac{1}{n})^T)</td>
</tr>
</tbody>
</table>

**Test Problems:**

**Problem 3.1.** [26]: \( f_i(x) = e^{x_i} - 1, f_i(x) = e^{x_i} + x_{i-1} - 1, \) for \( i = 1, 2, \ldots, n-1 \) and \( \Lambda = \mathbb{R}^n_+. \)

**Problem 3.2.** [26]: \( f_i(x) = 2x_i - \sin|x_i|, \ i = 1, 2, \ldots, n \) and \( \Lambda = \mathbb{R}^n_+. \)

**Problem 3.3.** [27]: \( f_i(x) = e^{x_i} - 1, \ i = 1, 2, \ldots, n \) and \( \Lambda = \mathbb{R}^n_+. \)
**Problem 3.4.** [28]:

\[ f_1(x) = x_1 - e^{\cos(h(x_1+x_2))}, \]
\[ f_i(x) = x_i - e^{\cos(h(x_{i-1}+x_i+x_{i+1}))}, \quad i = 2, \ldots, n - 1, \]
\[ f_n(x) = x_n - e^{\cos(h(x_{n-1}+x_n))}, \quad \text{where } h = \frac{1}{n+1} \quad \text{and } \Lambda = \mathbb{R}^n. \]

**Problem 3.5.** [6]:

\[ f_i(x) = x_i - \sin(|x_i - 1|), \quad i = 1, 2, \ldots, n - 1, \]
\[ \quad \text{and } \Lambda = \left\{ x \in \mathbb{R}^n : \sum_{i=1}^{n} x_i \leq n, \quad x_i \geq -1, \quad i = 1, 2, \ldots, n \right\}. \]

**Problem 3.6.** [29]:

\[ f_i(x) = (e^{x_i})^2 + \frac{3}{2} \sin(2x_i) - 1, \quad i = 1, 2, \ldots, n \quad \text{and } \Lambda = \mathbb{R}^n. \]

**Problem 3.7.** [29]:

\[ f_1(x) = \frac{5}{2}x_1 + x_2 - 1, \]
\[ f_i(x) = x_{i-1} + \frac{5}{2}x_i + x_{i+1} - 1, \quad i = 2, \ldots, n - 1, \]
\[ f_n(x) = x_{n-1} + \frac{5}{2}x_n - 1 \quad \text{and } \Lambda = \mathbb{R}^n. \]

**Problem 3.8.** [29]:

\[ f_1(x) = 2x_1 - x_2 + e^{x_1} - 1, \]
\[ f_i(x) = -x_{i-1} + 2x_i - x_{i+1} + e^{x_i} - 1, \quad i = 2, \ldots, n - 1, \]
\[ f_n(x) = -x_{n-1} + 2x_n + e^{x_n} - 1 \quad \text{and } \Lambda = \mathbb{R}^n. \]

**Problem 3.9.** [30]:

\[ f_1(x) = x_1 + \sin x_1 - 1, \]
\[ f_i(x) = -x_{i-1} + 2x_i + \sin x_i - 1, \quad i = 2, \ldots, n - 1, \]
\[ f_n(x) = x_n + \sin x_n - 1 \quad \text{and } \Lambda \in [-3, +\infty]. \]

**Problem 3.10.** [29]:

\[ f_i(x) = \frac{i}{n} e^{x_i} - 1, \quad \text{for } i = 1, 2, \ldots, n \quad \text{and } \Lambda = \mathbb{R}^n. \]

The metrics used for the comparison are ITER (number of iterations), FVAL (number of function evaluations) and TIME (CPU time in seconds) where the information together with their NORM (norm of the objective functions at the solutions) is reported. The table of the numerical results is available in the following link https://github.com/AMBakoji/CGAIS-CGWOIS. The NORM values reported indicate that each solver successfully obtained solutions of virtually all the test problems with least ITER and FVAL. These information are summarized in Figures 1 and 2 based on the Dolan and Moré performance profile [31]. Figure 1 (A) compares the performance between CGAIS and CGWOI methods based on ITER while Figure 1 (B) illustrates the Dolan and Moré performance profile of CGAIS and HSS methods based on ITER, respectively. Figure 2 (A) and (B) demonstrate the performance profile based on FVAL of CGAIS with CGWOI and FVAL of CGAIS with HSS methods, respectively. We see from Figure 1 ((A) and (B)) and Figure 2 ((A) and (B)) that CGAIS solver performs better with higher percentage win of
ITER and FVAL than CGWOI and HSS solvers for solving all the four hundred and twenty (420) Test Problems. In other words, this experiment reveals that CGAIS solver has advantage over CGWOI and HSS solvers with regards to ITER and FVAL. Thus, we may conclude that the inertial step incorporated in Algorithm 1 has impacted positively on improving the numerical performance of the proposed algorithm.

On the other hand, in order to see the cost expensive optimization of the solvers for the Test Problems with expensive function evaluations, we employ Data Profile proposed by Moré and Wild [32]. In this case the performance measure is the number of function evaluations (FVAL) because this is assumed to be the dominant cost per iteration. Performance profiles provide an accurate view of the relative performance of solvers within a given number of function evaluations, (see Figure 2). Performance profiles do not, however, provide sufficient information for a user with an expensive optimization problem.

Users with expensive optimization problems are often interested in the performance of solvers as a function of the number of functions evaluations. In other words, these users are interested in the percentage of problems that can be solved (for a given tolerance $\tau$) with say $\mu$ function evaluations. Performance profiles and data profiles are cumulative distribution functions, and thus monotone increasing, step functions with a range in $[0, 1]$. However, performance profiles
compare different solvers while data profiles display the raw data as it is. In particular, performance profiles do not provide the number of function evaluations required to solve any of the problems. Also note that data profile for a given solver say $s \in S$ is independent of other solvers; this is not the case for performance profiles [32].

Data profiles are useful to users with a specific computational budget who need to choose a solver that is likely to reach a given reduction in function value. The user needs to express the computational budget in terms of simplex gradients and examine the values of the data profile for all the solvers. For example, if the user has a budget of 20 simplex gradients (FVAL), then the data profiles in Figure 3 (top-left, top-right and bottom-left) show that the proposed CGAIS solver solves about 99% of the problems at this level of accuracy while solver CGWOI solves about 50% of the problems and HSS solver solves about 63% of the entire problems. This means that CGWOI and HSS methods are more computationally expensive compared to the proposed CGAIS method in order to successfully solve certain percentage of the entire four hundred and twenty (420) Test Problems we have considered. However, this information is not available from the performance profile in Figure 2. This interpretation means that data profile measures the reliability of the solver for a given tolerance as a function of the budget.

![Figure 3](image_url)

**Figure 3.** Percentage Data Profile of CGAIS, CGWOI and HSS methods

3.2. **Experiment II.** Similar to Experiment I, we compare the performance of Algorithm 2 (SAIS) with Algorithm 1 and 2 of Awwal et al. [14] denoted by DAIS 1 and DAIS 2. All the three solvers are spectral gradients in nature and each of the solver has an inertial step incorporated in it, which means that the three solvers are similar in nature. So, the aim of this
experiment is to compare their numerical performance. Here, we solved Problems: 3.1, 3.2, 3.6, 3.7, 3.8 and 3.10 of the Test Problems for the three solvers. The following parameters were chosen for Algorithm 2 (SAIS): \( \sigma = 10^{-4} \), \( r = 0.01 \), \( c = 2 \), \( \gamma = 1.99 \), \( \rho = 0.45 \), \( \kappa = 1 \) and \( \alpha_k = \frac{1}{(k+1)^2} \), while the parameters for DAIS 1 and DAIS 2 were chosen as reported in [14]. A total of four hundred and twenty (420) Test Problems were solved using the same initial points and dimensions as in experiment one. A detail of the table of numerical results are reported and can be found via the link https://github.com/AMBakoji/CGAIIS-CGWOIS.

In order to have a graphical view on the numerical performance of SAIS solver relative to DAIS 1 and DAIS 2 solvers with respect to the metrics ITER and FVAL, we employ the Dolan and Moré performance profile. Figure 4 illustrates the performance profile of the three solvers based on ITER while Figure 5 demonstrates the performance profile based on FVAL. From Figures 4 and 5, we can see that SAIS solver recorded least ITER and FVAL with about 90% win of the entire experiments. This clearly shows that our proposed algorithm (SAIS) outperformed DAIS 1 and DAIS 2 algorithms, respectively. In other words, we can say that the experiment reveals that SAIS solver has advantage over DAIS 1 and DAIS 2 solvers with regard to the metrics ITER and FVAL.

**Figure 4.** Performance profiles based on number of iterations

**Figure 5.** Performance profiles based on number of function evaluations
3.3. The motion control model. Problems arising in the concept of a robot system is now under spotlight and a number of methods for dealing with them were proposed [33]. Due to the wide range of applications of n-link-robots, Zhang et al. [34] discussed one of its fundamentals, known as the 1-link robot system. According to [35], the characteristics of a motor dynamics should be taken into consideration for a robot movement to satisfy the stability and accuracy requirements. For the requirements, a motor dynamics needs to satisfy is that the actual output of the system should track the desired output within an acceptable minimal error [36]. Recently, a number of methods were raised to deal with the tracking control problems of a nonlinear system. Here, we can mention the proportional-integral-derivative (PID) control [37, 38], the feedback linearization [39, 40] and the optimal output tracking control using the approximation approach [41]. Furthermore, some motion control models can be formulated as a planar location problem where the distances are measured by certain norms related to the configuration of the robot that motion should be controlled. These location problems can be considered as special approximation problems. locational analysis gives effective methods for solving these problems (see [42]).

In this experiment, we consider a motion control problem involving a two-joint planar robotic manipulator. We modify Algorithm 1 to be suitable for solving the problems of the nature
\[
\min \{ f(x) : x \in \mathbb{R} \},
\]
where \( f : \mathbb{R}^n \to \mathbb{R} \) is assumed to be a continuously differentiable and convex function. The modified algorithm is implemented in solving the following motion control model.

**Algorithm 3: Modified CGAIS (MCGAIS)**

**Input:** Give the same inputs as in Algorithm 1 with \( \alpha_k = 0 \), for all \( k \geq 0 \). Let
\[
F(x_k) = \nabla f(x_k).
\]

Replace Step 2 and Step 3 of Algorithm 1 with the following:

**Step 3:** Compute the step size \( \eta_k := \kappa \rho^i \) with \( i \) being the smallest non-negative integer for which
\[
f(x_k + \kappa \rho^i d_k) - f(x_k) \leq \sigma \kappa \rho^i F(x_k)^T d_k.
\]

**Step 4:** Update the next iterate using the following
\[
x_{k+1} := x_k + \eta_k d_k.
\]

Consider the problem \( \min \{ f(x) : x \in \mathbb{R} \} \), where \( f : \mathbb{R}^n \to \mathbb{R} \) has a solution and the level set \( \{ x : f(x) \leq f(x_0) \} \) is bounded. Since \( F(x) \) is assumed to be Lipschitz continuous on \( \mathbb{R}^n \), we obtain from Theorem 2 of [43] that \( \liminf_{k \to \infty} \| F(x_k) \| = 0 \).

As described in [44], the discrete-time kinematics equation of a two-joint planar robot manipulator at the position level is given as
\[
Q(\theta_k) := q_k.
\]

The vectors \( \theta_k \in \mathbb{R}^2 \) and \( q_k \in \mathbb{R}^2 \) represent the joint angle vector and the end effector position vector, respectively. The function \( Q(\cdot) \) is the kinematics mapping with the following known structure
\[
Q(\theta_k) = \begin{bmatrix}
\ell_1 c_1 + \ell_2 c_2 \\
\ell_1 s_1 + \ell_2 s_2
\end{bmatrix},
\]

(3.4)
where \( \ell_i \) \( (i = 1, 2) \) is the length of the \( i^{th} \) rod, \( c_1 = \cos(\theta_1), \) \( c_2 = \cos(\theta_1 + \theta_2), \) \( s_1 = \sin(\theta_1) \) and \( s_2 = \sin(\theta_1 + \theta_2) \). In view of robotic control, we need to solve the following minimization problem

\[
\min_{q_k \in \mathbb{R}^2} f(q_k), \quad \text{where} \quad f(q_k) = \frac{1}{2} \| q_k - q_{dk} \|^2, \tag{3.5}
\]

\( q_{dk} \) is the end effector control track. Consider computational time intervals with \( t_k \in [0, t_f] \), where \( t_f \) is the end of task duration.

Following the approach in [43, 45], we take the length of the rod \( \ell_i = 1, \) \( (i = 1, 2) \) and the end effector is controlled to track the following two Lissajous curves expressed by

\[
q_{dk}^{(1)} \left[ \frac{3}{2} + \frac{1}{2} \sin(3t_k) \right. \left. \sqrt{\frac{3}{2} + \frac{1}{2} \sin(2t_k)} \right], \tag{3.6}
\]

and

\[
q_{dk}^{(2)} \left[ \frac{3}{2} + \frac{1}{2} \sin(t_k) \right. \left. \sqrt{\frac{3}{2} + \frac{1}{2} \sin(2t_k)} \right]. \tag{3.7}
\]

In Algorithm 3 (MCGAIS), we set the parameters \( \rho = 0.6, \sigma = 0.08 \) and the task duration \( t_f = 10 \) seconds. For the initial point, we choose \( \theta_0 = \left[ 0, \frac{\pi}{3} \right]^T \) and divide the task duration \( t = [0, 10] \) into 200 equal parts. The numerical results generated by Algorithm 3 are depicted in Figures 6 and 7 for the Lissajous curves given in \( q_{dk}^{(1)} \) and \( q_{dk}^{(2)} \), respectively. The Figures 6(A), 6(B), 7(A) and 7(B) show that Algorithm 3 (MCGAIS) completes the task at hand successfully for \( q_{dk}^{(1)} \) and \( q_{dk}^{(2)} \), respectively (compare Figures 7 and 8 in [45]). The Figures 6(C) and 6(D) present the residual errors \( \varepsilon(t_{k+1}) \) along the \( x \) and \( y \) axes, respectively for \( q_{dk}^{(1)} \) while Figures 7(C) and 7(D) present the residual errors along the \( x \) and \( y \) axes for \( q_{dk}^{(2)} \). Looking at the residual errors on both \( x \) and \( y \) axes of Figures 6(C), 6(D), 7(C) and 7(D), we can say that Algorithm 3 recorded an error of about \( 10^{-5} \), which is acceptable. Hence, from the two figures, we can say that Algorithm 3 can be implemented to handle successfully motion control models, which are real world problems.

4. THE CONCLUSION

In this paper, based on the projection method considered by Solodov and Svaiter [3], we proposed two derivative-free algorithms with inertial effects for solving problem (1.3). We showed that the proposed search directions are well-defined and satisfy the sufficient descent condition, which is independent on the line search strategy. Under the assumptions that the underlying function is monotone and Lipschitz continuous, the global convergence of the proposed algorithms were established. Preliminary numerical experiments showed that the proposed algorithms were capable of solving convex constrained nonlinear monotone operator equations with acceptable efficiency. The good numerical performance recorded by Algorithms 1 and 2 may be attributed by the inertial effect incorporated in our algorithms. Finally, we modified Algorithm 1 and solved a real world problem involving a motion control problem for a two-joint planar robotic manipulator system.
Figure 6. Robot trajectories path and residual errors $\varepsilon(t_{k+1})$ along $x$ and $y$ axes of motion control model for the Lissajous curve $q_{dk}^{(1)}$ of Algorithm 3 (MCGAIS)

Figure 7. Robot trajectories path and residual errors $\varepsilon(t_{k+1})$ along $x$ and $y$ axes of motion control model for the Lissajous curve $q_{dk}^{(2)}$ of Algorithm 3 (MCGAIS)
Acknowledgments

The authors are very grateful to the anonymous reviewers for their suggestions and comments that improved the presentation of this paper. The first author, Abubakar Bakoji Muhammad, was supported by the DAAD (Germany) and PTDF (Nigeria) scholarship at the Martin-Luther-University Halle-Wittenberg, 06099 Halle (Saale), Germany.

REFERENCES


